# Can a system of polynomial inequalities be written as a linear matrix inequality? 
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## System of polynomial inequalities

$$
\begin{aligned}
& -x_{1}^{3}+x_{1}+2 x_{2}-1 \geq 0 \\
-x_{2}^{4} & +2 x_{1}^{2}-2 x_{1} x_{2}+x_{2}^{2}-\frac{1}{3} \geq 0 \\
& -x_{1}^{2}-x_{2}^{2}+x_{1}+4 \geq 0
\end{aligned}
$$

## System of polynomial inequalities

A


## System of polynomial inequalities

$A$
$B$

$$
\begin{array}{rrrrrrr} 
& - & x_{1}^{3} & + & x_{1}+2 x_{2} & -1 & \geq 0 \\
-x_{2}^{4} & + & 2 x_{1}^{2} & - & 2 x_{1} x_{2} & + & x_{2}^{2} \\
& - & x_{1}^{2} & - & x_{2}^{2} & + & x_{1}
\end{array}+4 \geq 0
$$



## System of polynomial inequalities



$$
\begin{array}{rlrrrrrr} 
& - & x_{1}^{3} & + & x_{1} & +2 x_{2} & -1 & \geq 0 \\
- & x_{2}^{4} & 2 x_{1}^{2} & - & 2 x_{1} x_{2} & + & x_{2}^{2} & -\frac{1}{3} \\
& - & x_{1}^{2} & - & x_{2}^{2} & + & x_{1} & +4
\end{array}
$$



System of polynomial inequalities
$A$
$B$
$C$

$$
\left.\begin{array}{rrrrrrr} 
& - & x_{1}^{3} & + & x_{1} & +2 x_{2} & -1 \\
-x_{2}^{4} & + & 2 x_{1}^{2} & - & 2 x_{1} x_{2} & + & x_{2}^{2} \\
& - & x_{1}^{2} & - & x_{2}^{2} & + & x_{1}
\end{array}\right)
$$


$S$

System of polynomial inequalities
$A$
$B$
$C$

$S$
conv $S$

System of polynomial inequalities
$A$
$B$
$C$


System of polynomial inequalities
$A$
$B$
$C$

$S$
conv $S$

## System of polynomial inequalities

$A$
$B$
$C$

$$
\begin{array}{r}
\quad-x_{1}^{3}+x_{1}+2 x_{2}-1 \geq 0 \\
-x_{2}^{4}+2 x_{1}^{2}-2 x_{1} x_{2}+x_{2}^{2}-\frac{1}{3} \geq 0 \\
\\
-x_{1}^{2}-x_{2}^{2}+x_{1}+4 \geq 0
\end{array}
$$



## System of polynomial inequalities

$A$
$B$
$C$

$$
\begin{array}{r}
\quad-x_{1}^{3}+x_{1}+2 x_{2}-1 \geq 0 \\
-x_{2}^{4}+2 x_{1}^{2}-2 x_{1} x_{2}+x_{2}^{2}-\frac{1}{3} \geq 0 \\
\\
-x_{1}^{2}-x_{2}^{2}+x_{1}+4 \geq 0
\end{array}
$$



## System of polynomial inequalities

$A$
$B$
$C$


## System of polynomial inequalities

$A$
$B$
$C$


## System of polynomial inequalities

A
$B$
$C$

$$
\begin{array}{r}
\quad-x_{1}^{3}+x_{1}+2 x_{2}-1 \geq 0 \\
-x_{2}^{4}+2 x_{1}^{2}-2 x_{1} x_{2}+x_{2}^{2}-\frac{1}{3} \geq 0 \\
\\
-x_{1}^{2}-x_{2}^{2}+x_{1}+4 \geq 0
\end{array}
$$



## System of polynomial inequalities

$A$
$B$
$C$

$$
\begin{array}{r}
-x_{1}^{3}+x_{1}+2 x_{2}-1 \geq 0 \\
-x_{2}^{4}+2 x_{1}^{2}-2 x_{1} x_{2}+x_{2}^{2}-\frac{1}{3} \geq 0 \\
\\
-x_{1}^{2}-x_{2}^{2}+x_{1}+4 \geq 0
\end{array}
$$



## System of polynomial inequalities

A
$B$
$C$

$$
\begin{array}{r}
-x_{1}^{3}+x_{1}+2 x_{2}-1 \geq 0 \\
-x_{2}^{4}+2 x_{1}^{2}-2 x_{1} x_{2}+x_{2}^{2}-\frac{1}{3} \geq 0 \\
\\
-x_{1}^{2}-x_{2}^{2}+x_{1}+4 \geq 0
\end{array}
$$



## System of polynomial inequalities

$A$
$B$
$C$

$$
\begin{array}{rlrl} 
& - & x_{1}^{3} & + \\
- & x_{1}+2 x_{2} & -1 & \geq 0 \\
& x_{2}^{4} & 2 x_{1}^{2} & 2 x_{1} x_{2}+ \\
& - & x_{2}^{2} & -\frac{1}{3} \geq 0 \\
& x_{1}^{2} & x_{2}^{2}+x_{1}+4 & \geq 0
\end{array}
$$



## System of polynomial inequalities

A
$B$
$C$



## $S$

## System of polynomial inequalities

$A$
$B$
$C$


## System of polynomial inequalities

A
$B$
$C$

$$
\begin{array}{r}
\quad-x_{1}^{3}+x_{1}+2 x_{2}-1 \geq 0 \\
-x_{2}^{4}+2 x_{1}^{2}-2 x_{1} x_{2}+x_{2}^{2}-\frac{1}{3} \geq 0 \\
\\
-x_{1}^{2}-x_{2}^{2}+x_{1}+4 \geq 0
\end{array}
$$



## System of polynomial inequalities

A
$B$
$C$

$$
\begin{aligned}
& -x_{1}^{3}+x_{1}+2 x_{2}-1 \geq 0 \\
-x_{2}^{4} & +2 x_{1}^{2}-2 x_{1} x_{2}+x_{2}^{2}-\frac{1}{3} \geq 0 \\
& -x_{1}^{2}-x_{2}^{2}+x_{1}+4 \geq 0
\end{aligned}
$$



## System of polynomial inequalities

A
$B$
$C$

$$
\begin{array}{r}
-y_{1}+x_{1}+2 x_{2}-1 \geq 0 \\
-x_{2}^{4}+2 x_{1}^{2}-2 x_{1} x_{2}+x_{2}^{2}-\frac{1}{3} \geq 0 \\
\\
-x_{1}^{2}-x_{2}^{2}+x_{1}+4 \geq 0
\end{array}
$$



## System of polynomial inequalities

A
$B$
$C$

$$
\begin{array}{r}
\quad-y_{1}+x_{1}+2 x_{2}-1 \geq 0 \\
-x_{2}^{4}+2 x_{1}^{2}-2 x_{1} x_{2}+x_{2}^{2}-\frac{1}{3} \geq 0 \\
\\
-x_{1}^{2}-x_{2}^{2}+x_{1}+4 \geq 0
\end{array}
$$



## System of polynomial inequalities

$A$
$B$
$C$

$$
\begin{array}{rlrlrrrr} 
& - & y_{1} & + & x_{1}+2 x_{2} & -1 & \geq 0 \\
- & y_{2} & 2 x_{1}^{2} & - & 2 x_{1} x_{2}+ & x_{2}^{2} & -\frac{1}{3} \geq 0 \\
& - & x_{1}^{2} & - & x_{2}^{2} & + & x_{1} & +4
\end{array}
$$



## System of polynomial inequalities

$A$
$B$
$C$


## System of polynomial inequalities

$A$
$B$
$C$

$$
\begin{array}{rlrl} 
& - & y_{1} & + \\
-y_{1} & +2 x_{2}-1 & \geq 0 \\
-y_{2} & +2 y_{3} & 2 x_{1} x_{2}+ & x_{2}^{2}-\frac{1}{3} \geq 0 \\
& - & y_{3} & x_{2}^{2}+ \\
x_{1} & +4 \geq 0
\end{array}
$$



## System of polynomial inequalities

$A$
$B$
$C$

$$
\begin{array}{rlrl} 
& - & y_{1} & + \\
-y_{1} & +2 x_{2}-1 & \geq 0 \\
-y_{2} & +2 y_{3} & 2 x_{1} x_{2}+ & x_{2}^{2}-\frac{1}{3} \geq 0 \\
& -y_{3} & x_{2}^{2}+x_{1}+4 & \geq 0
\end{array}
$$



## System of polynomial inequalities

$A$
$B$
$C$

$$
\begin{array}{rlrl} 
& -y_{1} & +x_{1}+2 x_{2}-1 & \geq 0 \\
-y_{2} & +2 y_{3}-2 y_{4}+x_{2}^{2}-\frac{1}{3} \geq 0 \\
& -y_{3} & x_{2}^{2}+x_{1}+4 \geq 0
\end{array}
$$



## System of polynomial inequalities

$A$
$B$
$C$

$$
\begin{aligned}
& -y_{1}+x_{1}+2 x_{2}-1 \\
-y_{2} & +2 y_{3}-2 y_{4}+x_{2}^{2}-\frac{1}{3} \geq 0 \\
& -y_{3}-x_{2}^{2}+x_{1}+4 \geq 0
\end{aligned}
$$



## System of linear inequalities

$A$
$B$
$C$

$$
\begin{aligned}
& -y_{1}+x_{1}+2 x_{2}-1 \geq 0 \\
-y_{2} & +2 y_{3}-2 y_{4}+y_{5}-\frac{1}{3} \geq 0 \\
& -y_{3}-y_{5}+x_{1}+4 \geq 0
\end{aligned}
$$



## System of polynomial inequalities

Attempt to linearize after adding redundant inequalities


## System of polynomial inequalities

Attempt to linearize after adding redundant inequalities

| $A$ |  |  | - | $x_{1}^{3}$ | + | $x_{1}$ | + | $2 x_{2}$ | - | 1 | $\geq$ |
| :--- | :--- | :--- | :--- | ---: | :--- | ---: | :--- | :--- | :--- | :--- | :--- |
| $B$ | - | $x_{2}^{4}$ | + | $2 x_{1}^{2}$ | - | $2 x_{1} x_{2}$ | + | $x_{2}^{2}$ | - | $\frac{1}{3}$ | $\geq$ |
| $C$ |  | - | $x_{1}^{2}$ | - | $x_{2}^{2}$ | + | $x_{1}$ | + | 4 | $\geq$ | 0 |

redundant:

## System of polynomial inequalities

Attempt to linearize after adding redundant inequalities


## System of polynomial inequalities

Attempt to linearize after adding redundant inequalities

| $A$ |  |  | - | $x_{1}^{3}$ | + | $x_{1}$ | + | $2 x_{2}$ | - | 1 | $\geq 0$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $B$ | - | $x_{2}^{4}$ | + | $2 x_{1}^{2}$ | - | $2 x_{1} x_{2}$ | + | $x_{2}^{2}$ | - | $\frac{1}{3}$ | $\geq 0$ |
| $C$ |  | - | $x_{1}^{2}$ | - | $x_{2}^{2}$ | + | $x_{1}$ | + | 4 | $\geq 0$ |  |
| redundant: |  |  |  |  |  |  |  |  |  |  |  |
| $A B$ |  | $x_{1}^{3} x_{2}^{4}$ | $-\ldots$ | - | $x_{2}^{2}$ | - | $\frac{2}{3} x_{2}$ | + | $\frac{1}{3}$ | $\geq 0$ |  |
| $A C$ |  | $x_{1}^{5}$ | + | $\ldots$ | - | $x_{1}$ | + | $8 x_{2}$ | - | 4 | $\geq 0$ |

## System of polynomial inequalities

Attempt to linearize after adding redundant inequalities

| $A$ |  |  | - | $x_{1}^{3}$ | + | $x_{1}$ | + | $2 x_{2}$ | - | 1 | $\geq$ |
| :--- | :--- | :--- | :--- | ---: | :--- | ---: | :--- | :--- | :--- | :--- | :--- |
| $B$ | - | $x_{2}^{4}$ | + | $2 x_{1}^{2}$ | - | $2 x_{1} x_{2}$ | + | $x_{2}^{2}$ | - | $\frac{1}{3}$ | $\geq$ |
| $C$ |  | - | $x_{1}^{2}$ | - | $x_{2}^{2}$ | + | $x_{1}$ | + | 4 | $\geq$ | 0 |

redundant:
$A B$
$A C$
$A B C$

$$
\begin{array}{rlrrrrr}
x_{1}^{3} x_{2}^{4} & -\ldots & - & x_{2}^{2} & - & \frac{2}{3} x_{2} & + \\
x_{1}^{5} & +\ldots & - & x_{1} & + & 8 x_{2} & -4 \\
-\quad x_{1}^{5} x_{2}^{4} & +\ldots & - & \frac{13}{3} x_{2}^{2} & - & \frac{8}{3} x_{2} & + \\
\frac{4}{3} & \geq 0
\end{array}
$$

## System of polynomial inequalities

Attempt to linearize after adding redundant inequalities

| $A$ |  |  | - | $x_{1}^{3}$ | + | $x_{1}$ | + | $2 x_{2}$ | - | 1 | $\geq$ |
| :--- | :--- | :--- | :--- | ---: | :--- | ---: | :--- | ---: | :--- | :--- | :--- |
| $B$ | - | $x_{2}^{4}$ | + | $2 x_{1}^{2}$ | - | $2 x_{1} x_{2}$ | + | $x_{2}^{2}$ | - | $\frac{1}{3}$ | $\geq$ |
| $C$ |  | - | $x_{1}^{2}$ | - | $x_{2}^{2}$ | + | $x_{1}$ | + | 4 | $\geq$ | 0 |

redundant:
$A B$
$A C$
$A B C$
$D^{2}$

## System of polynomial inequalities

Attempt to linearize after adding redundant inequalities

| $A$ |  |  | - | $x_{1}^{3}$ | + | $x_{1}$ | + | $2 x_{2}$ | - | 1 |
| :--- | :--- | :--- | :--- | ---: | :--- | ---: | :--- | :--- | :--- | :--- |
| $B$ | - | $x_{2}^{4}$ | + | $2 x_{1}^{2}$ | - | $2 x_{1} x_{2}$ | + | $x_{2}^{2}$ | - | $\frac{1}{3}$ |
|  | $\geq$ | 0 |  |  |  |  |  |  |  |  |
| $C$ |  |  | $x_{1}^{2}$ | - | $x_{2}^{2}$ | + | $x_{1}$ | + | 4 | $\geq$ |

redundant:
$A B$
$A C$
$A B C$
$D^{2}$
$D^{2} C$

$$
\left.\begin{array}{rlrrrrrr}
x_{1}^{3} x_{2}^{4} & -\ldots & - & x_{2}^{2} & - & \frac{2}{3} x_{2} & + & \frac{1}{3}
\end{array}\right] 0
$$

## System of polynomial inequalities

Attempt to linearize after adding redundant inequalities

| $A$ |  |  | - | $x_{1}^{3}$ | + | $x_{1}$ | + | $2 x_{2}$ | - | 1 | $\geq 0$ |
| :--- | :--- | :--- | :--- | ---: | :--- | ---: | :--- | ---: | :--- | :--- | :--- |
| $B$ | - | $x_{2}^{4}$ | + | $2 x_{1}^{2}$ | - | $2 x_{1} x_{2}$ | + | $x_{2}^{2}$ | - | $\frac{1}{3}$ | $\geq$ |
| $C$ |  | - | $x_{1}^{2}$ | - | $x_{2}^{2}$ | + | $x_{1}$ | + | 4 | $\geq$ | 0 |

redundant:
$A B$
$A C$
$A B C$
$D^{2}$
$D^{2} C$

$$
\left.\begin{array}{rlrrrrrr}
x_{1}^{3} x_{2}^{4} & -\ldots & - & x_{2}^{2} & - & \frac{2}{3} x_{2} & + & \frac{1}{3}
\end{array}\right] 0
$$

## System of polynomial inequalities

Attempt to linearize after adding redundant inequalities

| $A$ |  |  | - | $y_{1}$ | + | $x_{1}$ | + | $2 x_{2}$ | - | 1 | $\geq$ |
| :--- | :--- | :--- | :--- | ---: | :--- | ---: | :--- | :--- | :--- | :--- | :--- |
| $B$ | - | $x_{2}^{4}$ | + | $2 x_{1}^{2}$ | - | $2 x_{1} x_{2}$ | + | $x_{2}^{2}$ | - | $\frac{1}{3}$ | $\geq$ |
| $C$ |  | - | $x_{1}^{2}$ | - | $x_{2}^{2}$ | + | $x_{1}$ | + | 4 | $\geq$ | 0 |

irredundant:
$A B$
$A C$
$A B C$
$D^{2}$
$D^{2} C$


## System of polynomial inequalities

Attempt to linearize after adding redundant inequalities

| $A$ |  |  | - | $y_{1}$ | + | $x_{1}$ | + | $2 x_{2}$ | - | 1 | $\geq$ |
| :--- | :--- | :--- | :--- | ---: | :--- | ---: | :--- | :--- | :--- | :--- | :--- |
| $B$ | - | $x_{2}^{4}$ | + | $2 x_{1}^{2}$ | - | $2 x_{1} x_{2}$ | + | $x_{2}^{2}$ | - | $\frac{1}{3}$ | $\geq$ |
| $C$ |  | - | $x_{1}^{2}$ | - | $x_{2}^{2}$ | + | $x_{1}$ | + | 4 | $\geq$ | 0 |

irredundant:
$A B$
$A C$
$A B C$
$D^{2}$
$D^{2} C$


## System of polynomial inequalities

Attempt to linearize after adding redundant inequalities

| $A$ |  |  | - | $y_{1}$ | + | $x_{1}$ | + | $2 x_{2}$ | - | 1 | $\geq$ |
| :--- | :--- | :--- | :--- | ---: | :--- | ---: | :--- | ---: | :--- | :--- | :--- |
| $B$ | - | $y_{2}$ | + | $2 x_{1}^{2}$ | - | $2 x_{1} x_{2}$ | + | $x_{2}^{2}$ | - | $\frac{1}{3}$ | $\geq$ |
| $C$ |  |  |  | $x_{1}^{2}$ | - | $x_{2}^{2}$ | + | $x_{1}$ | + | 4 | $\geq$ |

irredundant:
$A B$
$A C$
$A B C$
$D^{2}$
$D^{2} C$


## System of polynomial inequalities

Attempt to linearize after adding redundant inequalities

| $A$ |  |  | - | $y_{1}$ | + | $x_{1}$ | + | $2 x_{2}$ | - | 1 | $\geq$ |
| :--- | :--- | :--- | :--- | ---: | :--- | ---: | :--- | ---: | :--- | :--- | :--- |
| $B$ | - | $y_{2}$ | + | $2 x_{1}^{2}$ | - | $2 x_{1} x_{2}$ | + | $x_{2}^{2}$ | - | $\frac{1}{3}$ | $\geq$ |
| $C$ |  |  | - | $x_{1}^{2}$ | - | $x_{2}^{2}$ | + | $x_{1}$ | + | 4 | $\geq$ |

irredundant:
$A B$
$A C$
$A B C$
$D^{2}$
$D^{2} C$
$\begin{array}{rlrrrrrrr}x_{1}^{3} x_{2}^{4} & -\ldots & - & x_{2}^{2} & - & \frac{2}{3} x_{2} & + & \frac{1}{3} & \geq 0 \\ x_{1}^{5} & +\ldots & - & x_{1} & + & 8 x_{2} & - & 4 & \geq 0 \\ -\quad x_{1}^{5} x_{2}^{4} & +\ldots & - & \frac{13}{3} x_{2}^{2} & - & \frac{8}{3} x_{2} & + & \frac{4}{3} & \geq 0 \\ - & & & x_{1}^{2} & -2 x_{1} x_{2} & + & x_{2}^{2} & \geq 0 \\ - & x_{1}^{4} & + & + & 4 x_{1}^{2} & +4 x_{1} x_{2} & + & 4 x_{2}^{2} & \geq 0\end{array}$

## System of polynomial inequalities

Attempt to linearize after adding redundant inequalities

| A |  |  | - | $y_{1}$ | + | $x_{1}$ | $+$ | $2 x_{2}$ | - | 1 | $\geq$ | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $B$ | - | $y_{2}$ | + | $2 y_{3}$ | - | $2 x_{1} x_{2}$ | $+$ | $x_{2}^{2}$ | - | $\frac{1}{3}$ | $\geq$ | 0 |
| C |  |  | - | y3 | - | $x_{2}^{2}$ | $+$ | $x_{1}$ | $+$ | 4 | $\geq$ | 0 |
| irredundant: |  |  |  |  |  |  |  |  |  |  |  |  |
| $A B$ |  | $x_{1}^{3} x_{2}^{4}$ | - |  | - | $x_{2}^{2}$ | - | $\frac{2}{3} x_{2}$ | $+$ | $\frac{1}{3}$ | $\geq$ | 0 |
| $A C$ |  | $x_{1}^{5}$ | $+$ |  | - | $\chi_{1}$ | + | $8 x_{2}$ | - | 4 | $\geq$ | 0 |
| $A B C$ | - | $x_{1}^{5} x_{2}^{4}$ | + |  | - | $\frac{13}{3} x_{2}^{2}$ | - | $\frac{8}{3} x_{2}$ | $+$ | $\frac{4}{3}$ | $\geq$ | 0 |
| $D^{2}$ |  |  |  |  |  | $y_{3}$ | - | $2 x_{1} x_{2}$ | $+$ | $x_{2}^{2}$ | $\geq$ | 0 |
| $D^{2} C$ | - | $x_{1}^{4}$ | $+$ |  | + | $4 y_{3}$ | $+$ | $4 x_{1} x_{2}$ | $+$ | $4 x_{2}^{2}$ | $\geq$ |  |

## System of polynomial inequalities

Attempt to linearize after adding redundant inequalities

| A |  |  | - | $y_{1}$ | $+$ | $x_{1}$ | $+$ | $2 x_{2}$ | - | 1 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $B$ | - | $y_{2}$ | $+$ | $2 y_{3}$ | - | $2 x_{1} x_{2}$ | + | $x_{2}^{2}$ | - | $\frac{1}{3}$ |  |  |
| C |  |  | - | y3 | - | $x_{2}^{2}$ | $+$ | $x_{1}$ | $+$ | 4 |  | 0 |
| irredundant: |  |  |  |  |  |  |  |  |  |  |  |  |
| $A B$ |  | $x_{1}^{3} x_{2}^{4}$ | - |  | - | $x_{2}^{2}$ | - | $\frac{2}{3} x_{2}$ | $+$ |  |  |  |
| $A C$ |  | $x_{1}^{5}$ | $+$ |  | - | $x_{1}$ | + | $8 x_{2}$ | - | 4 |  |  |
| $A B C$ | - | $x_{1}^{5} x_{2}^{4}$ | + |  | - | $\frac{13}{3} x_{2}^{2}$ | - | $\frac{8}{3} x_{2}$ | $+$ | 4 |  |  |
| $D^{2}$ |  |  |  |  |  |  | - | $2 x_{1} x_{2}$ | + |  |  |  |
| $D^{2} C$ | - | $x_{1}^{4}$ | + |  | + |  |  | $4 x_{1} x_{2}$ |  | $x_{2}^{2}$ |  |  |

## System of polynomial inequalities

Attempt to linearize after adding redundant inequalities

| A |  |  | - | $y_{1}$ | + | $x_{1}$ | + | $2 x_{2}$ |  |  | , |  | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $B$ | - | $y_{2}$ | + | $2 y_{3}$ | - | $2 y_{4}$ | $+$ | $x_{2}^{2}$ |  |  | $\frac{1}{3}$ |  | 0 |
| C |  |  | - | y3 | - | $x_{2}^{2}$ | $+$ | $x_{1}$ |  | + | 4 |  |  |
| irredundant: |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $A B$ |  | $x_{1}^{3} x_{2}^{4}$ | - |  | - | $x_{2}^{2}$ | - | $\frac{2}{3} x_{2}$ |  | + | $\frac{1}{3}$ |  | 0 |
| $A C$ |  | $x_{1}^{5}$ | $+$ |  | - | $x_{1}$ | + | $8 x_{2}$ |  |  | 4 |  | 0 |
| $A B C$ | - | $x_{1}^{5} x_{2}^{4}$ | $+$ |  | - | $\frac{13}{3} x_{2}^{2}$ | - | $\frac{8}{3} x_{2}$ |  |  | $\frac{4}{3}$ |  | 0 |
| $D^{2}$ |  |  |  |  |  | $y_{3}$ | - | $2 y_{4}$ |  | + |  |  |  |
| $D^{2} C$ | - | $x_{1}^{4}$ | $+$ |  | + | $4 y_{3}$ | + | $4 y_{4}$ |  |  |  |  |  |

## System of polynomial inequalities

Attempt to linearize after adding redundant inequalities

| $A$ |  |  | - | $y_{1}$ | + | $x_{1}$ | + | $2 x_{2}$ | - | 1 | $\geq$ | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $B$ | - | $y_{2}$ | + | $2 y_{3}$ | - | $2 y_{4}$ | + | $x_{2}^{2}$ | - | $\frac{1}{3}$ | $\geq$ | 0 |
| $C$ |  |  | - | $y_{3}$ | - | $x_{2}^{2}$ | + | $x_{1}$ | + | 4 | $\geq$ | 0 |
| irredundant: |  |  |  |  |  |  |  |  |  |  |  |  |
| $A B$ |  | $x_{1}^{3} x_{2}^{4}$ | - | $\ldots$ | - | $x_{2}^{2}$ | - | $\frac{2}{3} x_{2}$ | + | $\frac{1}{3}$ | $\geq$ | 0 |
| $A C$ |  | $x_{1}^{5}$ | + | $\ldots$ | - | $x_{1}$ | + | $8 x_{2}$ | - | 4 | $\geq$ | 0 |
| $A B C$ | - | $x_{1}^{5} x_{2}^{4}$ | + | $\ldots$ | - | $\frac{13}{3} x_{2}^{2}$ | - | $\frac{8}{3} x_{2}$ | + | $\frac{4}{3}$ | $\geq$ | 0 |
| $D^{2}$ |  |  |  |  | $y_{3}$ | $-2 y_{4}$ | + | $x_{2}^{2}$ | $\geq$ | 0 |  |  |
| $D^{2} C$ | - | $x_{1}^{4}$ | + | $\ldots$ | + | $4 y_{3}$ | + | $4 y_{4}$ | + | $4 x_{2}^{2}$ | $\geq$ | 0 |

## System of polynomial inequalities

Attempt to linearize after adding redundant inequalities

| A |  |  | - | $y_{1}$ | $+$ | $x_{1}$ | $+$ | $2 x_{2}$ | - | 1 | $\geq$ | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| B | - | $y_{2}$ | $+$ | $2 y_{3}$ | - | $2 y_{4}$ | + | $y_{5}$ | - | $\frac{1}{3}$ | $\geq$ | 0 |
| C |  |  | - | $y_{3}$ | - | $y_{5}$ | $+$ | $x_{1}$ | $+$ | 4 | $\geq$ | 0 |
| irredundant: |  |  |  |  |  |  |  |  |  |  |  |  |
| $A B$ |  | $x_{1}^{3} x_{2}^{4}$ | - |  | - | $y_{5}$ | - | $\frac{2}{3} x_{2}$ | $+$ | $\frac{1}{3}$ | $\geq$ | 0 |
| $A C$ |  | $x_{1}^{5}$ | $+$ |  | - | $x_{1}$ | + | $8 x_{2}$ | - | 4 | $\geq$ | 0 |
| $A B C$ | - | $x_{1}^{5} x_{2}^{4}$ | $+$ |  | - | $\frac{13}{3} y_{5}$ | - | $\frac{8}{3} x_{2}$ | $+$ | $\frac{4}{3}$ | $\geq$ | 0 |
| $D^{2}$ |  |  |  |  |  | $y_{3}$ | - | $2 y_{4}$ | $+$ | $y_{5}$ | $\geq$ | 0 |
| $D^{2} C$ | - | $x_{1}^{4}$ | $+$ |  | + | $4 y_{3}$ |  | $4 y_{4}$ |  | $4 y_{5}$ | $\geq$ |  |

## System of polynomial inequalities

Attempt to linearize after adding redundant inequalities

| A |  |  | - | $y_{1}$ | $+$ | $x_{1}$ | + | $2 x_{2}$ | - | 1 | $\geq$ | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $B$ | - | $y_{2}$ | $+$ | $2 y_{3}$ | - | $2 y_{4}$ | + | $y_{5}$ | - | $\frac{1}{3}$ | $\geq$ | 0 |
| C |  |  | - | y3 | - | $y_{5}$ | $+$ | $x_{1}$ | $+$ | 4 | $\geq$ | 0 |
| irredundant: |  |  |  |  |  |  |  |  |  |  |  |  |
| $A B$ |  | $x_{1}^{3} x_{2}^{4}$ | - |  | - | $y_{5}$ | - | $\frac{2}{3} x_{2}$ | $+$ | $\frac{1}{3}$ | $\geq$ | 0 |
| $A C$ |  | $x_{1}^{5}$ | $+$ |  | - | $x_{1}$ | + | $8 x_{2}$ | - | 4 | $\geq$ | 0 |
| $A B C$ | - | $x_{1}^{5} x_{2}^{4}$ | $+$ |  | - | $\frac{13}{3} y_{5}$ | - | $\frac{8}{3} x_{2}$ | $+$ | $\frac{4}{3}$ | $\geq$ | 0 |
| $D^{2}$ |  |  |  |  |  | $y_{3}$ | - | $2 y_{4}$ | $+$ | $y_{5}$ | $\geq$ | 0 |
| $D^{2} C$ | - | $x_{1}^{4}$ | $+$ |  | $+$ | $4 y_{3}$ | $+$ | $4 y_{4}$ | $+$ | $4 y_{5}$ | $\geq$ | 0 |

## System of polynomial inequalities

Attempt to linearize after adding redundant inequalities

| A |  |  | - | $y_{1}$ | $+$ | $x_{1}$ | $+$ | $2 x_{2}$ | - | 1 | $\geq$ | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $B$ | - | $y_{2}$ | $+$ | $2 y_{3}$ | - | $2 y_{4}$ | $+$ | $y_{5}$ | - | $\frac{1}{3}$ | $\geq$ | 0 |
| C |  |  | - | y3 | - | $y_{5}$ | $+$ | $x_{1}$ | $+$ | 4 | $\geq$ | 0 |
| irredundant: |  |  |  |  |  |  |  |  |  |  |  |  |
| $A B$ |  | y6 | - | $\ldots$ | - | $y_{5}$ | - | $\frac{2}{3} x_{2}$ | $+$ | $\overline{3}$ | $\geq$ | 0 |
| $A C$ |  | $x_{1}^{5}$ | $+$ |  | - | $x_{1}$ | + | $8 x_{2}$ | - | 4 | $\geq$ | 0 |
| $A B C$ | - | $x_{1}^{5} x_{2}^{4}$ | $+$ |  | - | $\frac{13}{3} y_{5}$ | - | $\frac{8}{3} x_{2}$ | $+$ | $\frac{4}{3}$ | $\geq$ | 0 |
| $D^{2}$ |  |  |  |  |  | $y_{3}$ | - | $2 y_{4}$ | $+$ | $y_{5}$ | $\geq$ | 0 |
| $D^{2} C$ | - | $x_{1}^{4}$ | $+$ |  | $+$ | $4 y_{3}$ | $+$ | $4 y_{4}$ | $+$ | $4 y_{5}$ | $\geq$ | 0 |

## System of polynomial inequalities

Attempt to linearize after adding redundant inequalities

| A |  |  | - | $y_{1}$ | $+$ | $x_{1}$ | $+$ | $2 x_{2}$ | - | 1 | $\geq$ | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $B$ | - | $y_{2}$ | $+$ | $2 y_{3}$ | - | $2 y_{4}$ | $+$ | $y_{5}$ | - | $\frac{1}{3}$ | $\geq$ | 0 |
| C |  |  | - | y3 | - | $y_{5}$ | $+$ | $x_{1}$ | $+$ | 4 | $\geq$ | 0 |
| irredundant: |  |  |  |  |  |  |  |  |  |  |  |  |
| $A B$ |  | $y_{6}$ | - | $\ldots$ | - | $y_{5}$ | - | $\frac{2}{3} x_{2}$ | $+$ | $\frac{1}{3}$ | $\geq$ | 0 |
| $A C$ |  | $x_{1}^{5}$ | $+$ |  | - | $x_{1}$ | + | $8 x_{2}$ | - | 4 | $\geq$ | 0 |
| $A B C$ | - | $x_{1}^{5} x_{2}^{4}$ | $+$ |  | - | $\frac{13}{3} y_{5}$ | - | $\frac{8}{3} x_{2}$ | $+$ | $\frac{4}{3}$ | $\geq$ | 0 |
| $D^{2}$ |  |  |  |  |  | $y_{3}$ | - | $2 y_{4}$ | $+$ | $y_{5}$ | $\geq$ | 0 |
| $D^{2} C$ | - | $x_{1}^{4}$ | $+$ |  | $+$ | $4 y_{3}$ | $+$ | $4 y_{4}$ | $+$ | $4 y_{5}$ | $\geq$ | 0 |

## System of polynomial inequalities

Attempt to linearize after adding redundant inequalities

| A |  |  | - | $y_{1}$ | $+$ | $x_{1}$ | + | $2 x_{2}$ | - | 1 | $\geq$ | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $B$ | - | $y_{2}$ | $+$ | $2 y_{3}$ | - | $2 y_{4}$ | + | $y_{5}$ | - | $\frac{1}{3}$ | $\geq$ | 0 |
| C |  |  | - | y3 | - | $y_{5}$ | $+$ | $x_{1}$ | $+$ | 4 | $\geq$ | 0 |
| irredundant: |  |  |  |  |  |  |  |  |  |  |  |  |
| $A B$ |  | $y_{6}$ | - |  | - | $y_{5}$ | - | $\frac{2}{3} x_{2}$ | $+$ | $\frac{1}{3}$ | $\geq$ | 0 |
| $A C$ |  | $y_{10}$ | $+$ |  | - | $x_{1}$ | + | $8 x_{2}$ | - | 4 | $\geq$ | 0 |
| $A B C$ | - | $x_{1}^{5} x_{2}^{4}$ | $+$ |  | - | $\frac{13}{3} y_{5}$ | - | $\frac{8}{3} x_{2}$ | $+$ | $\frac{4}{3}$ | $\geq$ | 0 |
| $D^{2}$ |  |  |  |  |  | $y_{3}$ | - | $2 y_{4}$ | $+$ | $y_{5}$ | $\geq$ | 0 |
| $D^{2} C$ | - | $x_{1}^{4}$ | $+$ |  | $+$ | $4 y_{3}$ | $+$ | $4 y_{4}$ | $+$ | $4 y_{5}$ | $\geq$ | 0 |

## System of polynomial inequalities

Attempt to linearize after adding redundant inequalities

| A |  |  | - | $y_{1}$ | $+$ | $x_{1}$ | $+$ | $2 x_{2}$ | - | 1 | $\geq$ | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $B$ | - | $y_{2}$ | $+$ | $2 y_{3}$ | - | $2 y_{4}$ | $+$ | $y_{5}$ | - | $\frac{1}{3}$ | $\geq$ | 0 |
| C |  |  | - | y3 | - | $y_{5}$ | $+$ | $x_{1}$ | $+$ | 4 | $\geq$ | 0 |
| irredundant: |  |  |  |  |  |  |  |  |  |  |  |  |
| $A B$ |  | y6 | - |  | - | $y_{5}$ | - | $\frac{2}{3} x_{2}$ | $+$ | $\frac{1}{3}$ | $\geq$ | 0 |
| $A C$ |  | y10 | $+$ |  | - | $x_{1}$ | + | $8 x_{2}$ | - | 4 | $\geq$ | 0 |
| $A B C$ | - | $x_{1}^{5} x_{2}^{4}$ | $+$ |  | - | $\frac{13}{3} y_{5}$ | - | $\frac{8}{3} x_{2}$ | $+$ | $\frac{4}{3}$ | $\geq$ | 0 |
| $D^{2}$ |  |  |  |  |  | $y_{3}$ | - | $2 y_{4}$ | $+$ | $y_{5}$ | $\geq$ | 0 |
| $D^{2} C$ | - | $x_{1}^{4}$ | $+$ |  | $+$ | $4 y_{3}$ | $+$ | $4 y_{4}$ | $+$ | $4 y_{5}$ | $\geq$ | 0 |

## System of polynomial inequalities

Attempt to linearize after adding redundant inequalities

| A |  |  | - | $y_{1}$ | $+$ | $x_{1}$ | $+$ | $2 x_{2}$ | - | 1 | $\geq$ | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $B$ | - | $y_{2}$ | + | $2 y_{3}$ | - | $2 y_{4}$ | $+$ | $y_{5}$ | - | $\frac{1}{3}$ | $\geq$ | 0 |
| C |  |  | - | y3 | - | $y_{5}$ | $+$ | $x_{1}$ | $+$ | 4 | $\geq$ | 0 |
| irredundant: |  |  |  |  |  |  |  |  |  |  |  |  |
| $A B$ |  | $y_{6}$ | - |  | - | $y_{5}$ | - | $\frac{2}{3} x_{2}$ | + | $\frac{1}{3}$ | $\geq$ | 0 |
| $A C$ |  | $y_{10}$ | + |  | - | $x_{1}$ | + | $8 x_{2}$ | - | 4 | $\geq$ | 0 |
| $A B C$ | - | $y_{13}$ | $+$ | .. | - | $\frac{13}{3} y_{5}$ | - | $\frac{8}{3} x_{2}$ | $+$ | $\frac{4}{3}$ | $\geq$ | 0 |
| $D^{2}$ |  |  |  |  |  | $y_{3}$ | - | $2 y_{4}$ | $+$ | $y_{5}$ | $\geq$ | 0 |
| $D^{2} C$ | - | $x_{1}^{4}$ | $+$ | $\ldots$ | $+$ | $4 y_{3}$ | $+$ | $4 y_{4}$ | $+$ | $4 y_{5}$ | $\geq$ | 0 |

## System of polynomial inequalities

Attempt to linearize after adding redundant inequalities

| A |  |  | - | $y_{1}$ | $+$ | $x_{1}$ | $+$ | $2 x_{2}$ | - | 1 | $\geq$ | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $B$ | - | $y_{2}$ | + | $2 y_{3}$ | - | $2 y_{4}$ | $+$ | $y_{5}$ | - | $\frac{1}{3}$ | $\geq$ | 0 |
| C |  |  | - | y3 | - | $y_{5}$ | $+$ | $x_{1}$ | $+$ | 4 | $\geq$ | 0 |
| irredundant: |  |  |  |  |  |  |  |  |  |  |  |  |
| $A B$ |  | $y_{6}$ | - |  | - | $y_{5}$ | - | $\frac{2}{3} x_{2}$ | $+$ | $\frac{1}{3}$ | $\geq$ | 0 |
| $A C$ |  | $y_{10}$ | + |  | - | $x_{1}$ | + | $8 x_{2}$ | - | 4 | $\geq$ | 0 |
| $A B C$ | - | $y_{13}$ | + | .. | - | $\frac{13}{3} y_{5}$ | - | $\frac{8}{3} x_{2}$ | $+$ | $\frac{4}{3}$ | $\geq$ | 0 |
| $D^{2}$ |  |  |  |  |  | $y_{3}$ | - | $2 y_{4}$ | $+$ | $y_{5}$ | $\geq$ | 0 |
| $D^{2} C$ | - | $x_{1}^{4}$ | $+$ | $\ldots$ | $+$ | $4 y_{3}$ | $+$ | $4 y_{4}$ | $+$ | $4 y_{5}$ | $\geq$ | 0 |

## System of polynomial inequalities

Attempt to linearize after adding redundant inequalities

| A |  |  | - | $y_{1}$ | + | $x_{1}$ | $+$ | $2 x_{2}$ | - | 1 | $\geq$ | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $B$ | - | $y_{2}$ | $+$ | $2 y_{3}$ | - | $2 y_{4}$ | + | $y_{5}$ | - | $\frac{1}{3}$ | $\geq$ | 0 |
| C |  |  | - | $y_{3}$ | - | $y_{5}$ | $+$ | $x_{1}$ | $+$ | 4 | $\geq$ | 0 |
| irredundant: |  |  |  |  |  |  |  |  |  |  |  |  |
| $A B$ |  | $y_{6}$ | - |  | - | $y_{5}$ | - | $\frac{2}{3} x_{2}$ | $+$ | $\frac{1}{3}$ | $\geq$ | 0 |
| $A C$ |  | $y_{10}$ | $+$ |  | - | $x_{1}$ | + | $8 x_{2}$ | - | 4 | $\geq$ | 0 |
| $A B C$ | - | $y_{13}$ | + |  | - | $\frac{13}{3} y_{5}$ | - | $\frac{8}{3} x_{2}$ | $+$ | $\frac{4}{3}$ | $\geq$ | 0 |
| $D^{2}$ |  |  |  |  |  | $y_{3}$ | - | $2 y_{4}$ | $+$ | $y_{5}$ | $\geq$ | 0 |
| $D^{2} C$ | - | Y18 | $+$ | $\cdots$ | + | $4 y_{3}$ | $+$ | $4 y_{4}$ | $+$ | $4 y_{5}$ | $\geq$ | 0 |


conv $S$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

$$
\left.\begin{array}{lllllllll}
A & & - & x_{1}^{3} & + & x_{1} & + & 2 x_{2} & -1
\end{array}\right] 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities
$\begin{array}{llllllllllll}A & & & - & x_{1}^{3} & + & x_{1} & + & 2 x_{2} & -1 & \geq & 0 \\ B & - & x_{2}^{4} & + & 2 x_{1}^{2} & - & 2 x_{1} x_{2} & + & x_{2}^{2} & -\frac{1}{3} & \geq & 0 \\ C & & & - & x_{1}^{2} & - & x_{2}^{2} & + & x_{1} & + & \geq & 0\end{array}$
redundant families (parametrized by $a, b, c, \ldots$ ):

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities
$\begin{array}{lllllllllll}A & & & x_{1}^{3} & & x_{1} & + & 2 x_{2} & - & \geq & 0 \\ B & - & x_{2}^{4} & + & 2 x_{1}^{2} & - & 2 x_{1} x_{2} & + & x_{2}^{2} & -\frac{1}{3} & \geq \\ C & & & & x_{1}^{2} & - & x_{2}^{2} & + & x_{1} & + & \geq\end{array}$
redundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(a+b x_{1}+c x_{2}+d x_{1}^{2}+e x_{1} x_{2}+f x_{2}^{2}\right)^{2} \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

redundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(a+b x_{1}+c x_{2}+d x_{1}^{2}+e x_{1} x_{2}+f x_{2}^{2}\right)^{2} \geq 0
$$

$$
\Longleftrightarrow
$$



## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities
$\begin{array}{lllllllllll}A & & & x_{1}^{3} & + & x_{1} & + & 2 x_{2} & - & \geq & 0 \\ B & - & x_{2}^{4} & + & 2 x_{1}^{2} & - & 2 x_{1} x_{2} & + & x_{2}^{2} & -\frac{1}{3} & \geq \\ C & & & x_{1}^{2} & - & x_{2}^{2} & + & x_{1} & + & \geq & 0\end{array}$
redundant families (parametrized by $a, b, c, \ldots$ ):

$$
\begin{gathered}
\left(a+b x_{1}+c x_{2}+d x_{1}^{2}+e x_{1} x_{2}+f x_{2}^{2}\right)^{2} \geq 0 \quad \Longleftrightarrow \\
\left(\begin{array}{llllll}
a & b & c & d & e & f
\end{array}\right)\left(\begin{array}{c}
1 \\
x_{1} \\
x_{2} \\
x_{1}^{2} \\
x_{1} x_{2} \\
x_{2}^{2}
\end{array}\right)\left(\begin{array}{llllll}
1 & x_{1} & x_{2} & x_{1}^{2} & x_{1} x_{2} & x_{2}^{2}
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c \\
d \\
e \\
f
\end{array}\right) \geq 0
\end{gathered}
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

redundant families (parametrized by $a, b, c, \ldots$ ):

$$
\begin{gathered}
\left(a+b x_{1}+c x_{2}+d x_{1}^{2}+e x_{1} x_{2}+f x_{2}^{2}\right)^{2} \geq 0 \quad \Longleftrightarrow \\
\left(\begin{array}{llllll}
a & b & c & d & e & f
\end{array}\right)\left(\begin{array}{cccccc}
1 & x_{1} & x_{2} & x_{1}^{2} & x_{1} x_{2} & x_{2}^{2} \\
x_{1} & x_{1}^{2} & x_{1} x_{2} & x_{1}^{3} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} \\
x_{2} & x_{1} x_{2} & x_{2}^{2} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} & x_{2}^{3} \\
x_{1}^{2} & x_{1}^{3} & x_{1}^{2} x_{2} & x_{1}^{4} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} \\
x_{1} x_{2} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} \\
x_{2}^{2} & x_{1} x_{2}^{2} & x_{2}^{3} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} & x_{2}^{4}
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c \\
d \\
e \\
f
\end{array}\right) \geq 0
\end{gathered}
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

redundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{llllll}
a & b & c & d & e & f
\end{array}\right)\left(\begin{array}{cccccc}
1 & x_{1} & x_{2} & x_{1}^{2} & x_{1} x_{2} & x_{2}^{2} \\
x_{1} & x_{1}^{2} & x_{1} x_{2} & x_{1}^{3} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} \\
x_{2} & x_{1} x_{2} & x_{2}^{2} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} & x_{2}^{3} \\
x_{1}^{2} & x_{1}^{3} & x_{1}^{2} x_{2} & x_{1}^{4} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} \\
x_{1} x_{2} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} \\
x_{2}^{2} & x_{1} x_{2}^{2} & x_{2}^{3} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} & x_{2}^{4}
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c \\
d \\
e \\
f
\end{array}\right) \geq
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

redundant families (parametrized by $a, b, c, \ldots$ ):
$\left(\begin{array}{llllll}a & b & c & d & e & f\end{array}\right)\left(\begin{array}{cccccc}1 & x_{1} & x_{2} & x_{1}^{2} & x_{1} x_{2} & x_{2}^{2} \\ x_{1} & x_{1}^{2} & x_{1} x_{2} & x_{1}^{3} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} \\ x_{2} & x_{1} x_{2} & x_{2}^{2} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} & x_{2}^{3} \\ x_{1}^{2} & x_{1}^{3} & x_{1}^{2} x_{2} & x_{1}^{4} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} \\ x_{1} x_{2} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} \\ x_{2}^{2} & x_{1} x_{2}^{2} & x_{2}^{3} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} & x_{2}^{4}\end{array}\right)\left(\begin{array}{l}a \\ b \\ c \\ d \\ e \\ f\end{array}\right) \geq$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

| $A$ |  |  | - | $y_{1}$ | + | $x_{1}$ | + | $2 x_{2}$ | - | 1 | $\geq$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $B$ | - | $x_{2}^{4}$ | + | $2 x_{1}^{2}$ | - | $2 x_{1} x_{2}$ | + | $x_{2}^{2}$ | - | $\frac{1}{3}$ | $\geq$ |
| $C$ |  |  | - | $x_{1}^{2}$ | - | $x_{2}^{2}$ | + | $x_{1}$ | + | 4 |  |
| $C$ |  |  |  |  |  |  |  |  |  |  |  |

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{llllll}
a & b & c & d & e & f
\end{array}\right)\left(\begin{array}{cccccc}
1 & x_{1} & x_{2} & x_{1}^{2} & x_{1} x_{2} & x_{2}^{2} \\
x_{1} & x_{1}^{2} & x_{1} x_{2} & y_{1} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} \\
x_{2} & x_{1} x_{2} & x_{2}^{2} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} & x_{2}^{3} \\
x_{1}^{2} & y_{1} & x_{1}^{2} x_{2} & x_{1}^{4} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} \\
x_{1} x_{2} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} \\
x_{2}^{2} & x_{1} x_{2}^{2} & x_{2}^{3} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} & x_{2}^{4}
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c \\
d \\
e \\
f
\end{array}\right) \geq
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

| $A$ |  |  | - | $y_{1}$ | + | $x_{1}$ | + | $2 x_{2}$ | - | 1 | $\geq$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $B$ | - | $x_{2}^{4}$ | + | $2 x_{1}^{2}$ | - | $2 x_{1} x_{2}$ | + | $x_{2}^{2}$ | - | $\frac{1}{3}$ | $\geq$ |
| $C$ |  |  | - | $x_{1}^{2}$ | - | $x_{2}^{2}$ | + | $x_{1}$ | + | 4 |  |
| $C$ |  |  |  |  |  |  |  |  |  |  |  |

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{llllll}
a & b & c & d & e & f
\end{array}\right)\left(\begin{array}{cccccc}
1 & x_{1} & x_{2} & x_{1}^{2} & x_{1} x_{2} & x_{2}^{2} \\
x_{1} & x_{1}^{2} & x_{1} x_{2} & y_{1} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} \\
x_{2} & x_{1} x_{2} & x_{2}^{2} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} & x_{2}^{3} \\
x_{1}^{2} & y_{1} & x_{1}^{2} x_{2} & x_{1}^{4} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} \\
x_{1} x_{2} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} \\
x_{2}^{2} & x_{1} x_{2}^{2} & x_{2}^{3} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} & x_{2}^{4}
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c \\
d \\
e \\
f
\end{array}\right) \geq
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

| A |  |  |  |  | $x_{1}$ | $+$ |  | $2 x_{2}$ |  |  | 1 |  |  | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $B$ |  | - |  |  | $2 x_{1} x_{2}$ | $+$ |  | $x_{2}^{2}$ |  |  | 3 |  |  | 0 |
| C |  |  |  |  | $x_{2}^{2}$ | + |  | $x_{1}$ |  |  | 4 |  |  | 0 |

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{llllll}
a & b & c & d & e & f
\end{array}\right)\left(\begin{array}{cccccc}
1 & x_{1} & x_{2} & x_{1}^{2} & x_{1} x_{2} & x_{2}^{2} \\
x_{1} & x_{1}^{2} & x_{1} x_{2} & y_{1} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} \\
x_{2} & x_{1} x_{2} & x_{2}^{2} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} & x_{2}^{3} \\
x_{1}^{2} & y_{1} & x_{1}^{2} x_{2} & x_{1}^{4} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} \\
x_{1} x_{2} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} \\
x_{2}^{2} & x_{1} x_{2}^{2} & x_{2}^{3} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} & y_{2}
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c \\
d \\
e \\
f
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{llllll}
a & b & c & d & e & f
\end{array}\right)\left(\begin{array}{cccccc}
1 & x_{1} & x_{2} & x_{1}^{2} & x_{1} x_{2} & x_{2}^{2} \\
x_{1} & x_{1}^{2} & x_{1} x_{2} & y_{1} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} \\
x_{2} & x_{1} x_{2} & x_{2}^{2} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} & x_{2}^{3} \\
x_{1}^{2} & y_{1} & x_{1}^{2} x_{2} & x_{1}^{4} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} \\
x_{1} x_{2} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} \\
x_{2}^{2} & x_{1} x_{2}^{2} & x_{2}^{3} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} & y_{2}
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c \\
d \\
e \\
f
\end{array}\right) \geq c
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

| $A$ |  | - | $y_{1}$ | + | $x_{1}+2 x_{2}$ | -1 | $\geq 0$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $B$ | - | $y_{2}$ | + | $2 y_{3}$ | - | $2 x_{1} x_{2}$ | + | $x_{2}^{2}$ |
|  | - | $\frac{1}{3} \geq 0$ |  |  |  |  |  |  |
| $C$ |  | - | $y_{3}$ | - | $x_{2}^{2}$ | + | $x_{1}$ | + |
|  |  |  |  |  |  |  |  |  |

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{llllll}
a & b & c & d & e & f
\end{array}\right)\left(\begin{array}{cccccc}
1 & x_{1} & x_{2} & y_{3} & x_{1} x_{2} & x_{2}^{2} \\
x_{1} & y_{3} & x_{1} x_{2} & y_{1} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} \\
x_{2} & x_{1} x_{2} & x_{2}^{2} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} & x_{2}^{3} \\
y_{3} & y_{1} & x_{1}^{2} x_{2} & x_{1}^{4} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} \\
x_{1} x_{2} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} \\
x_{2}^{2} & x_{1} x_{2}^{2} & x_{2}^{3} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} & y_{2}
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c \\
d \\
e \\
f
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

| $A$ |  | - | $y_{1}$ | + | $x_{1}+2 x_{2}$ | -1 | $\geq 0$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $B$ | - | $y_{2}$ | + | $2 y_{3}$ | - | $2 x_{1} x_{2}$ | + | $x_{2}^{2}$ |
|  | - | $\frac{1}{3} \geq 0$ |  |  |  |  |  |  |
| $C$ |  | - | $y_{3}$ | - | $x_{2}^{2}$ | + | $x_{1}$ | + |
|  |  |  |  |  |  |  |  |  |

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{llllll}
a & b & c & d & e & f
\end{array}\right)\left(\begin{array}{cccccc}
1 & x_{1} & x_{2} & y_{3} & x_{1} x_{2} & x_{2}^{2} \\
x_{1} & y_{3} & x_{1} x_{2} & y_{1} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} \\
x_{2} & x_{1} x_{2} & x_{2}^{2} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} & x_{2}^{3} \\
y_{3} & y_{1} & x_{1}^{2} x_{2} & x_{1}^{4} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} \\
x_{1} x_{2} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} \\
x_{2}^{2} & x_{1} x_{2}^{2} & x_{2}^{3} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} & y_{2}
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c \\
d \\
e \\
f
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

| $A$ |  | $-y_{1}+x_{1}+2 x_{2}-1$ | $\geq 0$ |
| :--- | :--- | :--- | :--- | :--- |
| $B$ | $-y_{2}$ | $+2 y_{3}-2 y_{4}+x_{2}^{2}-\frac{1}{3} \geq 0$ |  |
| $C$ |  | $-y_{3}-x_{2}^{2}+x_{1}+4 \geq 0$ |  |

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{llllll}
a & b & c & d & e & f
\end{array}\right)\left(\begin{array}{cccccc}
1 & x_{1} & x_{2} & y_{3} & y_{4} & x_{2}^{2} \\
x_{1} & y_{3} & y_{4} & y_{1} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} \\
x_{2} & y_{4} & x_{2}^{2} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} & x_{2}^{3} \\
y_{3} & y_{1} & x_{1}^{2} x_{2} & x_{1}^{4} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} \\
y_{4} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} \\
x_{2}^{2} & x_{1} x_{2}^{2} & x_{2}^{3} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} & y_{2}
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c \\
d \\
e \\
f
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

| A |  |  |  |  | $y_{1}$ |  |  | $x_{1}$ |  | + | $2 \times$ |  |  |  | 1 | $\geq$ | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $B$ |  |  | $+$ |  | $y_{3}$ |  |  | $2 y_{4}$ |  | + |  | ${ }_{2}^{2}$ | - |  | $\frac{1}{3}$ | $\geq$ |  |
| C |  |  |  |  | $y_{3}$ |  |  | $x_{2}^{2}$ |  | + |  |  |  |  | 4 |  |  |

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{llllll}
a & b & c & d & e & f
\end{array}\right)\left(\begin{array}{cccccc}
1 & x_{1} & x_{2} & y_{3} & y_{4} & x_{2}^{2} \\
x_{1} & y_{3} & y_{4} & y_{1} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} \\
x_{2} & y_{4} & x_{2}^{2} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} & x_{2}^{3} \\
y_{3} & y_{1} & x_{1}^{2} x_{2} & x_{1}^{4} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} \\
y_{4} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} \\
x_{2}^{2} & x_{1} x_{2}^{2} & x_{2}^{3} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} & y_{2}
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c \\
d \\
e \\
f
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{llllll}
a & b & c & d & e & f
\end{array}\right)\left(\begin{array}{cccccc}
1 & x_{1} & x_{2} & y_{3} & y_{4} & y_{5} \\
x_{1} & y_{3} & y_{4} & y_{1} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} \\
x_{2} & y_{4} & y_{5} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} & x_{2}^{3} \\
y_{3} & y_{1} & x_{1}^{2} x_{2} & x_{1}^{4} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} \\
y_{4} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} \\
y_{5} & x_{1} x_{2}^{2} & x_{2}^{3} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} & y_{2}
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c \\
d \\
e \\
f
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{llllll}
a & b & c & d & e & f
\end{array}\right)\left(\begin{array}{cccccc}
1 & x_{1} & x_{2} & y_{3} & y_{4} & y_{5} \\
x_{1} & y_{3} & y_{4} & y_{1} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} \\
x_{2} & y_{4} & y_{5} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} & x_{2}^{3} \\
y_{3} & y_{1} & x_{1}^{2} x_{2} & x_{1}^{4} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} \\
y_{4} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} \\
y_{5} & x_{1} x_{2}^{2} & x_{2}^{3} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} & y_{2}
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c \\
d \\
e \\
f
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{llllll}
a & b & c & d & e & f
\end{array}\right)\left(\begin{array}{cccccc}
1 & x_{1} & x_{2} & y_{3} & y_{4} & y_{5} \\
x_{1} & y_{3} & y_{4} & y_{1} & y_{6} & x_{1} x_{2}^{2} \\
x_{2} & y_{4} & y_{5} & y_{6} & x_{1} x_{2}^{2} & x_{2}^{3} \\
y_{3} & y_{1} & y_{6} & x_{1}^{4} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} \\
y_{4} & y_{6} & x_{1} x_{2}^{2} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} \\
y_{5} & x_{1} x_{2}^{2} & x_{2}^{3} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} & y_{2}
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c \\
d \\
e \\
f
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

$$
\begin{array}{lll}
A & & -y_{1}+x_{1}+2 x_{2}-1 \\
B & - & y_{2} \\
C & +2 y_{3} & -2 y_{4}+y_{5}-\frac{1}{3} \geq 0 \\
C & & y_{3}-y_{5}+x_{1}+4 \geq 0
\end{array}
$$

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{llllll}
a & b & c & d & e & f
\end{array}\right)\left(\begin{array}{cccccc}
1 & x_{1} & x_{2} & y_{3} & y_{4} & y_{5} \\
x_{1} & y_{3} & y_{4} & y_{1} & y_{6} & x_{1} x_{2}^{2} \\
x_{2} & y_{4} & y_{5} & y_{6} & x_{1} x_{2}^{2} & x_{2}^{3} \\
y_{3} & y_{1} & y_{6} & x_{1}^{4} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} \\
y_{4} & y_{6} & x_{1} x_{2}^{2} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} \\
y_{5} & x_{1} x_{2}^{2} & x_{2}^{3} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} & y_{2}
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c \\
d \\
e \\
f
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

| $A$ |  | $-y_{1}+x_{1}+2 x_{2}-1$ | $\geq 0$ |  |
| :--- | :--- | :--- | :--- | :--- |
| $B$ | $-y_{2}$ | $+2 y_{3}$ | $-2 y_{4}+y_{5}-\frac{1}{3}$ | $\geq 0$ |
| $C$ |  | $-y_{3}$ | $-y_{5}+x_{1}+4$ | $\geq$ |

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{llllll}
a & b & c & d & e & f
\end{array}\right)\left(\begin{array}{cccccc}
1 & x_{1} & x_{2} & y_{3} & y_{4} & y_{5} \\
x_{1} & y_{3} & y_{4} & y_{1} & y_{6} & y_{7} \\
x_{2} & y_{4} & y_{5} & y_{6} & y_{7} & x_{2}^{3} \\
y_{3} & y_{1} & y_{6} & x_{1}^{4} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} \\
y_{4} & y_{6} & y_{7} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} \\
y_{5} & y_{7} & x_{2}^{3} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} & y_{2}
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c \\
d \\
e \\
f
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

| $A$ |  | $-y_{1}+x_{1}+2 x_{2}-1$ | $\geq 0$ |  |
| :--- | :--- | :--- | :--- | :--- |
| $B$ | $-y_{2}$ | $+2 y_{3}$ | $-2 y_{4}+y_{5}-\frac{1}{3}$ | $\geq 0$ |
| $C$ |  | $-y_{3}$ | $-y_{5}+x_{1}+4$ | $\geq$ |

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{llllll}
a & b & c & d & e & f
\end{array}\right)\left(\begin{array}{cccccc}
1 & x_{1} & x_{2} & y_{3} & y_{4} & y_{5} \\
x_{1} & y_{3} & y_{4} & y_{1} & y_{6} & y_{7} \\
x_{2} & y_{4} & y_{5} & y_{6} & y_{7} & x_{2}^{3} \\
y_{3} & y_{1} & y_{6} & x_{1}^{4} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} \\
y_{4} & y_{6} & y_{7} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} \\
y_{5} & y_{7} & x_{2}^{3} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} & y_{2}
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c \\
d \\
e \\
f
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

$$
\begin{array}{lll}
A & & -y_{1}+x_{1}+2 x_{2}-1 \\
B & -y_{2} & +2 y_{3}-2 y_{4}+y_{5}-\frac{1}{3} \geq 0 \\
C & & -y_{3}-y_{5}+x_{1}+4 \geq 0
\end{array}
$$

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{llllll}
a & b & c & d & e & f
\end{array}\right)\left(\begin{array}{cccccc}
1 & x_{1} & x_{2} & y_{3} & y_{4} & y_{5} \\
x_{1} & y_{3} & y_{4} & y_{1} & y_{6} & y_{7} \\
x_{2} & y_{4} & y_{5} & y_{6} & y_{7} & x_{2}^{3} \\
y_{3} & y_{1} & y_{6} & y_{8} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} \\
y_{4} & y_{6} & y_{7} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} \\
y_{5} & y_{7} & x_{2}^{3} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} & y_{2}
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c \\
d \\
e \\
f
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{llllll}
a & b & c & d & e & f
\end{array}\right)\left(\begin{array}{cccccc}
1 & x_{1} & x_{2} & y_{3} & y_{4} & y_{5} \\
x_{1} & y_{3} & y_{4} & y_{1} & y_{6} & y_{7} \\
x_{2} & y_{4} & y_{5} & y_{6} & y_{7} & x_{2}^{3} \\
y_{3} & y_{1} & y_{6} & y_{8} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} \\
y_{4} & y_{6} & y_{7} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} \\
y_{5} & y_{7} & x_{2}^{3} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} & y_{2}
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c \\
d \\
e \\
f
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

$$
\begin{array}{lll}
A & & -y_{1}+x_{1}+2 x_{2}-1 \\
B & -y_{2} & +2 y_{3}-2 y_{4}+y_{5}-\frac{1}{3} \geq 0 \\
C & & -y_{3}
\end{array}
$$

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{llllll}
a & b & c & d & e & f
\end{array}\right)\left(\begin{array}{cccccc}
1 & x_{1} & x_{2} & y_{3} & y_{4} & y_{5} \\
x_{1} & y_{3} & y_{4} & y_{1} & y_{6} & y_{7} \\
x_{2} & y_{4} & y_{5} & y_{6} & y_{7} & y_{9} \\
y_{3} & y_{1} & y_{6} & y_{8} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} \\
y_{4} & y_{6} & y_{7} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} \\
y_{5} & y_{7} & y_{9} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} & y_{2}
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c \\
d \\
e \\
f
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

$$
\begin{array}{lll}
A & & -y_{1}+x_{1}+2 x_{2}-1 \\
B & -y_{2} & +2 y_{3}-2 y_{4}+y_{5}-\frac{1}{3} \geq 0 \\
C & & -y_{3}
\end{array}
$$

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{llllll}
a & b & c & d & e & f
\end{array}\right)\left(\begin{array}{cccccc}
1 & x_{1} & x_{2} & y_{3} & y_{4} & y_{5} \\
x_{1} & y_{3} & y_{4} & y_{1} & y_{6} & y_{7} \\
x_{2} & y_{4} & y_{5} & y_{6} & y_{7} & y_{9} \\
y_{3} & y_{1} & y_{6} & y_{8} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} \\
y_{4} & y_{6} & y_{7} & x_{1}^{3} x_{2} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} \\
y_{5} & y_{7} & y_{9} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} & y_{2}
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c \\
d \\
e \\
f
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

$$
\begin{array}{lll}
A & & -y_{1}+x_{1}+2 x_{2}-1 \\
B & -y_{2} & +2 y_{3}-2 y_{4}+y_{5}-\frac{1}{3} \geq 0 \\
C & & -y_{3}
\end{array}
$$

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{llllll}
a & b & c & d & e & f
\end{array}\right)\left(\begin{array}{cccccc}
1 & x_{1} & x_{2} & y_{3} & y_{4} & y_{5} \\
x_{1} & y_{3} & y_{4} & y_{1} & y_{6} & y_{7} \\
x_{2} & y_{4} & y_{5} & y_{6} & y_{7} & y_{9} \\
y_{3} & y_{1} & y_{6} & y_{8} & y_{10} & x_{1}^{2} x_{2}^{2} \\
y_{4} & y_{6} & y_{7} & y_{10} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} \\
y_{5} & y_{7} & y_{9} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} & y_{2}
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c \\
d \\
e \\
f
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

$$
\begin{array}{lll}
A & & -y_{1}+x_{1}+2 x_{2}-1 \\
B & - & y_{2} \\
C & +2 y_{3} & -2 y_{4}+y_{5}-\frac{1}{3} \geq 0 \\
C & & y_{3}-y_{5}+x_{1}+4 \geq 0
\end{array}
$$

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{llllll}
a & b & c & d & e & f
\end{array}\right)\left(\begin{array}{cccccc}
1 & x_{1} & x_{2} & y_{3} & y_{4} & y_{5} \\
x_{1} & y_{3} & y_{4} & y_{1} & y_{6} & y_{7} \\
x_{2} & y_{4} & y_{5} & y_{6} & y_{7} & y_{9} \\
y_{3} & y_{1} & y_{6} & y_{8} & y_{10} & x_{1}^{2} x_{2}^{2} \\
y_{4} & y_{6} & y_{7} & y_{10} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} \\
y_{5} & y_{7} & y_{9} & x_{1}^{2} x_{2}^{2} & x_{1} x_{2}^{3} & y_{2}
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c \\
d \\
e \\
f
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

$$
\begin{array}{lll}
A & & -y_{1}+x_{1}+2 x_{2}-1 \\
B & - & y_{2} \\
C & +2 y_{3} & -2 y_{4}+y_{5}-\frac{1}{3} \geq 0 \\
C & & y_{3}
\end{array}
$$

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{llllll}
a & b & c & d & e & f
\end{array}\right)\left(\begin{array}{cccccc}
1 & x_{1} & x_{2} & y_{3} & y_{4} & y_{5} \\
x_{1} & y_{3} & y_{4} & y_{1} & y_{6} & y_{7} \\
x_{2} & y_{4} & y_{5} & y_{6} & y_{7} & y_{9} \\
y_{3} & y_{1} & y_{6} & y_{8} & y_{10} & y_{11} \\
y_{4} & y_{6} & y_{7} & y_{10} & y_{11} & x_{1} x_{2}^{3} \\
y_{5} & y_{7} & y_{9} & y_{11} & x_{1} x_{2}^{3} & y_{2}
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c \\
d \\
e \\
f
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

$$
\begin{array}{lll}
A & & -y_{1}+x_{1}+2 x_{2}-1 \\
B & - & y_{2} \\
C & +2 y_{3} & -2 y_{4}+y_{5}-\frac{1}{3} \geq 0 \\
C & & y_{3}
\end{array}
$$

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{llllll}
a & b & c & d & e & f
\end{array}\right)\left(\begin{array}{cccccc}
1 & x_{1} & x_{2} & y_{3} & y_{4} & y_{5} \\
x_{1} & y_{3} & y_{4} & y_{1} & y_{6} & y_{7} \\
x_{2} & y_{4} & y_{5} & y_{6} & y_{7} & y_{9} \\
y_{3} & y_{1} & y_{6} & y_{8} & y_{10} & y_{11} \\
y_{4} & y_{6} & y_{7} & y_{10} & y_{11} & x_{1} x_{2}^{3} \\
y_{5} & y_{7} & y_{9} & y_{11} & x_{1} x_{2}^{3} & y_{2}
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c \\
d \\
e \\
f
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

$$
\begin{array}{lll}
A & & -y_{1}+x_{1}+2 x_{2}-1 \\
B & - & y_{2} \\
C & & 2 y_{3}-2 y_{4}+y_{5}-\frac{1}{3} \geq 0 \\
C & -y_{3} & -y_{5}+x_{1}+4 \geq 0
\end{array}
$$

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{llllll}
a & b & c & d & e & f
\end{array}\right)\left(\begin{array}{llllll}
1 & x_{1} & x_{2} & y_{3} & y_{4} & y_{5} \\
x_{1} & y_{3} & y_{4} & y_{1} & y_{6} & y_{7} \\
x_{2} & y_{4} & y_{5} & y_{6} & y_{7} & y_{9} \\
y_{3} & y_{1} & y_{6} & y_{8} & y_{10} & y_{11} \\
y_{4} & y_{6} & y_{7} & y_{10} & y_{11} & y_{12} \\
y_{5} & y_{7} & y_{9} & y_{11} & y_{12} & y_{2}
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c \\
d \\
e \\
f
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{cccccc}
1 & x_{1} & x_{2} & y_{3} & y_{4} & y_{5} \\
x_{1} & y_{3} & y_{4} & y_{1} & y_{6} & y_{7} \\
x_{2} & y_{4} & y_{5} & y_{6} & y_{7} & y_{9} \\
y_{3} & y_{1} & y_{6} & y_{8} & y_{10} & y_{11} \\
y_{4} & y_{6} & y_{7} & y_{10} & y_{11} & y_{12} \\
y_{5} & y_{7} & y_{9} & y_{11} & y_{12} & y_{2}
\end{array}\right) \quad \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

$$
\left.\begin{array}{lllllllll}
A & & - & x_{1}^{3} & + & x_{1} & + & 2 x_{2} & -1
\end{array}\right] 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

redundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(a+b x_{1}+c x_{2}\right)^{2}\left(-x_{1}^{2}-x_{2}^{2}+x_{1}+4\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities
$\begin{array}{llllllllll}A & & & x_{1}^{3} & & x_{1} & + & 2 x_{2} & - & \geq \\ B & - & x_{2}^{4} & + & 2 x_{1}^{2} & - & 2 x_{1} x_{2} & + & x_{2}^{2} & -\frac{1}{3} \\ & \geq & 0 \\ C & & & x_{1}^{2} & - & x_{2}^{2} & + & x_{1} & + & \geq\end{array}$
redundant families (parametrized by $a, b, c, \ldots$ ):

$$
\begin{gathered}
\left(a+b x_{1}+c x_{2}\right)^{2}\left(-x_{1}^{2}-x_{2}^{2}+x_{1}+4\right) \geq 0 \quad \Longleftrightarrow \\
\left(-x_{1}^{2}-x_{2}^{2}+x_{1}+4\right)\left(a+b x_{1}+c x_{2}\right)\left(\begin{array}{lll}
1 & x_{1} & x_{2}
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c
\end{array}\right) \geq 0
\end{gathered}
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities
$\begin{array}{llllllllll}A & & & x_{1}^{3} & & x_{1} & + & 2 x_{2} & - & \geq \\ B & - & x_{2}^{4} & + & 2 x_{1}^{2} & - & 2 x_{1} x_{2} & + & x_{2}^{2} & -\frac{1}{3} \\ & \geq & 0 \\ C & & & x_{1}^{2} & - & x_{2}^{2} & + & x_{1} & + & \geq\end{array}$
redundant families (parametrized by $a, b, c, \ldots$ ):

$$
\begin{gathered}
\left(a+b x_{1}+c x_{2}\right)^{2}\left(-x_{1}^{2}-x_{2}^{2}+x_{1}+4\right) \geq 0 \quad \Longleftrightarrow \\
\left(-x_{1}^{2}-x_{2}^{2}+x_{1}+4\right)\left(\begin{array}{lll}
a & b & c
\end{array}\right)\left(\begin{array}{c}
1 \\
x_{1} \\
x_{2}
\end{array}\right)\left(\begin{array}{lll}
1 & x_{1} & x_{2}
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c
\end{array}\right) \geq 0
\end{gathered}
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities
$\begin{array}{llllllllll}A & & & x_{1}^{3} & & x_{1} & + & 2 x_{2} & - & \geq \\ B & - & x_{2}^{4} & + & 2 x_{1}^{2} & - & 2 x_{1} x_{2} & + & x_{2}^{2} & -\frac{1}{3} \\ & \geq & 0 \\ C & & & x_{1}^{2} & - & x_{2}^{2} & + & x_{1} & + & \geq\end{array}$
redundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left.\begin{array}{c}
\left(a+b x_{1}+c x_{2}\right)^{2}\left(-x_{1}^{2}-x_{2}^{2}+x_{1}+4\right) \geq 0 \quad \Longleftrightarrow \\
\left(\begin{array}{lll}
a & b & c
\end{array}\right)\left(-x_{1}^{2}-x_{2}^{2}+x_{1}+4\right.
\end{array}\right)\left(\begin{array}{c}
1 \\
x_{1} \\
x_{2}
\end{array}\right)\left(\begin{array}{lll}
1 & x_{1} & x_{2}
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities
$\begin{array}{llllllllll}A & & & x_{1}^{3} & & x_{1} & + & 2 x_{2} & - & \geq \\ B & - & x_{2}^{4} & + & 2 x_{1}^{2} & - & 2 x_{1} x_{2} & + & x_{2}^{2} & -\frac{1}{3} \\ & \geq & 0 \\ C & & & x_{1}^{2} & - & x_{2}^{2} & + & x_{1} & + & \geq\end{array}$
redundant families (parametrized by $a, b, c, \ldots$ ):

$$
\begin{gathered}
\left(a+b x_{1}+c x_{2}\right)^{2}\left(-x_{1}^{2}-x_{2}^{2}+x_{1}+4\right) \geq 0 \quad \Longleftrightarrow \\
\left(\begin{array}{lll}
a & b & c
\end{array}\right)\left(-x_{1}^{2}-x_{2}^{2}+x_{1}+4\right)\left(\begin{array}{ccc}
1 & x_{1} & x_{2} \\
x_{1} & x_{1}^{2} & x_{1} x_{2} \\
x_{2} & x_{1} x_{2} & x_{2}^{2}
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c
\end{array}\right) \geq 0
\end{gathered}
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

redundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{lll}
a & b & c
\end{array}\right)\left(\begin{array}{ccc}
-x_{1}^{2}-x_{2}^{2}+x_{1}+4 & \ldots & \ldots \\
-x_{1}^{3}-x_{1} x_{2}^{2}+x_{1}^{2}+4 x_{1} & \ldots & \ldots \\
-x_{1}^{2} x_{2}-x_{2}^{3}+x_{1} x_{2}+4 x_{2} & \ldots & \ldots
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

redundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{lll}
a & b & c
\end{array}\right)\left(\begin{array}{ccc}
-x_{1}^{2}-x_{2}^{2}+x_{1}+4 & \ldots & \ldots \\
-x_{1}^{3}-x_{1} x_{2}^{2}+x_{1}^{2}+4 x_{1} & \ldots & \ldots \\
-x_{1}^{2} x_{2}-x_{2}^{3}+x_{1} x_{2}+4 x_{2} & \ldots & \ldots
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{lll}
a & b & c
\end{array}\right)\left(\begin{array}{ccc}
-x_{1}^{2}-x_{2}^{2}+x_{1}+4 & \ldots & \ldots \\
-y_{1}-x_{1} x_{2}^{2}+x_{1}^{2}+4 x_{1} & \ldots & \ldots \\
-x_{1}^{2} x_{2}-x_{2}^{3}+x_{1} x_{2}+4 x_{2} & \ldots & \ldots
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{lll}
a & b & c
\end{array}\right)\left(\begin{array}{ccc}
-x_{1}^{2}-x_{2}^{2}+x_{1}+4 & \ldots & \ldots \\
-y_{1}-x_{1} x_{2}^{2}+x_{1}^{2}+4 x_{1} & \ldots & \ldots \\
-x_{1}^{2} x_{2}-x_{2}^{3}+x_{1} x_{2}+4 x_{2} & \ldots & \ldots
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{lll}
a & b & c
\end{array}\right)\left(\begin{array}{ccc}
-x_{1}^{2}-x_{2}^{2}+x_{1}+4 & \ldots & \ldots \\
-y_{1}-x_{1} x_{2}^{2}+x_{1}^{2}+4 x_{1} & \ldots & \ldots \\
-x_{1}^{2} x_{2}-x_{2}^{3}+x_{1} x_{2}+4 x_{2} & \ldots & \ldots
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{lll}
a & b & c
\end{array}\right)\left(\begin{array}{ccc}
-x_{1}^{2}-x_{2}^{2}+x_{1}+4 & \ldots & \ldots \\
-y_{1}-x_{1} x_{2}^{2}+x_{1}^{2}+4 x_{1} & \ldots & \ldots \\
-x_{1}^{2} x_{2}-x_{2}^{3}+x_{1} x_{2}+4 x_{2} & \ldots & \ldots
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

$$
\begin{array}{lllllllll}
A & & -y_{1} & + & x_{1}+2 x_{2}-1 & \geq 0 \\
B & - & y_{2} & 2 y_{3} & - & 2 x_{1} x_{2} & + & x_{2}^{2} & -\frac{1}{3} \geq 0 \\
C & & y_{3} & - & x_{2}^{2} & + & x_{1} & +4 \geq 0
\end{array}
$$

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{lll}
a & b & c
\end{array}\right)\left(\begin{array}{ccc}
-y_{3}-x_{2}^{2}+x_{1}+4 & \ldots & \ldots \\
-y_{1}-x_{1} x_{2}^{2}+y_{3}+4 x_{1} & \ldots & \ldots \\
-x_{1}^{2} x_{2}-x_{2}^{3}+x_{1} x_{2}+4 x_{2} & \ldots & \ldots
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

| $A$ |  | - | $y_{1}$ | + | $x_{1}$ | + | $2 x_{2}$ | - | $\geq$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $B$ | - | $y_{2}$ | + | $2 y_{3}$ | - | $2 x_{1} x_{2}$ | + | $x_{2}^{2}$ | $-\frac{1}{3}$ |
| $C$ | - | $y_{3}$ | - | $x_{2}^{2}$ | + | $x_{1}$ | + | $\geq$ | 0 |

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{lll}
a & b & c
\end{array}\right)\left(\begin{array}{ccc}
-y_{3}-x_{2}^{2}+x_{1}+4 & \ldots & \ldots \\
-y_{1}-x_{1} x_{2}^{2}+y_{3}+4 x_{1} & \ldots & \ldots \\
-x_{1}^{2} x_{2}-x_{2}^{3}+x_{1} x_{2}+4 x_{2} & \ldots & \ldots
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{lll}
a & b & c
\end{array}\right)\left(\begin{array}{ccc}
-y_{3}-x_{2}^{2}+x_{1}+4 & \ldots & \ldots \\
-y_{1}-x_{1} x_{2}^{2}+y_{3}+4 x_{1} & \ldots & \ldots \\
-x_{1}^{2} x_{2}-x_{2}^{3}+y_{4}+4 x_{2} & \ldots & \ldots
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{lll}
a & b & c
\end{array}\right)\left(\begin{array}{ccc}
-y_{3}-x_{2}^{2}+x_{1}+4 & \ldots & \ldots \\
-y_{1}-x_{1} x_{2}^{2}+y_{3}+4 x_{1} & \ldots & \ldots \\
-x_{1}^{2} x_{2}-x_{2}^{3}+y_{4}+4 x_{2} & \ldots & \ldots
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

| $A$ |  | $-y_{1}+x_{1}+2 x_{2}-1$ | $\geq 0$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $B$ | - | $y_{2}$ | $+2 y_{3}$ | $-2 y_{4}+y_{5}-\frac{1}{3} \geq 0$ |
| $C$ |  | $-y_{3}$ | $-y_{5}+x_{1}+4 \geq 0$ |  |

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{lll}
a & b & c
\end{array}\right)\left(\begin{array}{ccc}
-y_{3}-y_{5}+x_{1}+4 & \ldots & \ldots \\
-y_{1}-x_{1} x_{2}^{2}+y_{3}+4 x_{1} & \ldots & \ldots \\
-x_{1}^{2} x_{2}-x_{2}^{3}+y_{4}+4 x_{2} & \ldots & \ldots
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

| $A$ |  | $-y_{1}+x_{1}+2 x_{2}-1$ | $\geq 0$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $B$ | - | $y_{2}$ | $+2 y_{3}$ | $-2 y_{4}+y_{5}-\frac{1}{3} \geq 0$ |
| $C$ |  | $-y_{3}$ | $-y_{5}+x_{1}+4 \geq 0$ |  |

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{lll}
a & b & c
\end{array}\right)\left(\begin{array}{ccc}
-y_{3}-y_{5}+x_{1}+4 & \ldots & \ldots \\
-y_{1}-x_{1} x_{2}^{2}+y_{3}+4 x_{1} & \ldots & \ldots \\
-x_{1}^{2} x_{2}-x_{2}^{3}+y_{4}+4 x_{2} & \ldots & \ldots
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

| $A$ |  | $-y_{1}+x_{1}+2 x_{2}-1$ | $\geq 0$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $B$ | - | $y_{2}$ | $+2 y_{3}$ | $-2 y_{4}+y_{5}-\frac{1}{3} \geq 0$ |
| $C$ |  | $-y_{3}$ | $-y_{5}+x_{1}+4 \geq 0$ |  |

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{lll}
a & b & c
\end{array}\right)\left(\begin{array}{ccc}
-y_{3}-y_{5}+x_{1}+4 & \ldots & \cdots \\
-y_{1}-y_{6}+y_{3}+4 x_{1} & \ldots & \ldots \\
-x_{1}^{2} x_{2}-x_{2}^{3}+y_{4}+4 x_{2} & \ldots & \ldots
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{lll}
a & b & c
\end{array}\right)\left(\begin{array}{ccc}
-y_{3}-y_{5}+x_{1}+4 & \ldots & \cdots \\
-y_{1}-y_{6}+y_{3}+4 x_{1} & \ldots & \ldots \\
-x_{1}^{2} x_{2}-x_{2}^{3}+y_{4}+4 x_{2} & \ldots & \ldots
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

| $A$ |  | - | $y_{1}$ | + | $x_{1}$ | $+2 x_{2}-1$ | $\geq 0$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $B$ | - | $y_{2}$ | $+2 y_{3}$ | $-2 y_{4}+y_{5}-\frac{1}{3}$ | $\geq 0$ |  |  |
| $C$ |  | $-y_{3}$ | $-y_{5}+x_{1}+4$ | $\geq$ |  |  |  |

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{lll}
a & b & c
\end{array}\right)\left(\begin{array}{ccc}
-y_{3}-y_{5}+x_{1}+4 & \ldots & \ldots \\
-y_{1}-y_{6}+y_{3}+4 x_{1} & \ldots & \ldots \\
-y_{7}-x_{2}^{3}+y_{4}+4 x_{2} & \ldots & \ldots
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

| $A$ |  | - | $y_{1}$ | + | $x_{1}$ | $+2 x_{2}-1$ | $\geq 0$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $B$ | - | $y_{2}$ | $+2 y_{3}$ | $-2 y_{4}+y_{5}-\frac{1}{3}$ | $\geq 0$ |  |  |
| $C$ |  | $-y_{3}$ | $-y_{5}+x_{1}+4$ | $\geq$ |  |  |  |

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{lll}
a & b & c
\end{array}\right)\left(\begin{array}{ccc}
-y_{3}-y_{5}+x_{1}+4 & \ldots & \ldots \\
-y_{1}-y_{6}+y_{3}+4 x_{1} & \ldots & \ldots \\
-y_{7}-x_{2}^{3}+y_{4}+4 x_{2} & \ldots & \ldots
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

| $A$ |  | - | $y_{1}$ | + | $x_{1}$ | $+2 x_{2}-1$ | $\geq 0$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $B$ | - | $y_{2}$ | $+2 y_{3}$ | $-2 y_{4}+y_{5}-\frac{1}{3}$ | $\geq 0$ |  |  |
| $C$ |  | $-y_{3}$ | $-y_{5}+x_{1}+4$ | $\geq$ |  |  |  |

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{lll}
a & b & c
\end{array}\right)\left(\begin{array}{ccc}
-y_{3}-y_{5}+x_{1}+4 & \ldots & \ldots \\
-y_{1}-y_{6}+y_{3}+4 x_{1} & \ldots & \ldots \\
-y_{7}-y_{8}+y_{4}+4 x_{2} & \ldots & \ldots
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c
\end{array}\right) \geq 0
$$

## System of polynomial inequalities

Attempt to linearize after adding families of redundant inequalities

irredundant families (parametrized by $a, b, c, \ldots$ ):

$$
\left(\begin{array}{ccc}
-y_{3}-y_{5}+x_{1}+4 & \ldots & \ldots \\
-y_{1}-y_{6}+y_{3}+4 x_{1} & \ldots & \ldots \\
-y_{7}-y_{8}+y_{4}+4 x_{2} & \ldots & \ldots
\end{array}\right) \quad \succeq 0
$$
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- $g_{1}, \ldots, g_{m} \in \mathbb{R}[\bar{X}]$ polynomials defining $\ldots$
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We have $S \subseteq \operatorname{conv} S \subseteq S^{\prime} \subseteq \ldots \subseteq S_{4}^{\prime} \subseteq S_{3}^{\prime} \subseteq S_{2}^{\prime} \subseteq S_{1}^{\prime}$. The question is whether conv $S=S_{k}^{\prime}$ for some $k \in \mathbb{N}$. If $S$ is non-compact, then often conv $S \neq S^{\prime}$ and hence the answer is often no. If $S$ is compact, then we will see that conv $S=S^{\prime}$ but Parrilo gave in his 2006 Banff talk an example where the answer nevertheless is no.
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Nemirovski asked in the ICM in Madrid 2006 whether any convex semialgebraic set is an LMI projection: "This question seems to be completely open."
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