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1. Introduction

Optimal control problems for partial differential equation are often hard to tackle numerically because their discretization leads to very large scale optimization problems. Therefore, different techniques of model reduction were developed to approximate these problems by smaller ones that are tractable with less effort.

Balanced truncation [2, 65, 80] is one well studied model reduction technique for state-space systems. This method utilizes the solutions to two Lyapunov equations, the so-called controllability and observability Gramians. The balanced truncation method is based on transforming the state-space system into a balanced form so that its controllability and observability Gramians become diagonal and equal. Moreover, the states that are difficult to reach or to observe, are truncated. The advantage of this method is that it preserves the asymptotic stability in the reduced-order system. Furthermore, a-priori error bounds are available. Recently, the theory of balanced truncation model reduction was extended to descriptor systems; see, e.g., [49] and [21].

Recently the application of reduced-order models to linear time varying and nonlinear systems, in particular to nonlinear control systems, has received
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an increasing amount of attention. The reduced-order approach is based on projecting the dynamical system onto subspaces consisting of basis elements that contain characteristics of the expected solution. This is in contrast to, e.g., finite element techniques (see, e.g., [7], where the basis elements of the subspaces do not relate to the physical properties of the system that they approximate. The reduced basis (RB) method, as developed in [19, 55] and [32], is one such reduced-order method, where the basis elements correspond to the dynamics of expected control regimes. Let us refer to the [14, 23, 50, 54] for the successful use of reduced basis method in PDE constrained optimization problems. Currently, Proper orthogonal decomposition (POD) is probably the mostly used and most successful model reduction technique for nonlinear optimal control problems, where the basis functions contain information from the solutions of the dynamical system at pre-specified time-instances, so-called snapshots; see, e.g., [8, 31, 68, 76]. Due to a possible linear dependence or almost linear dependence the snapshots themselves are not appropriate as a basis. Hence a singular value decomposition is carried out and the leading generalized eigenfunctions are chosen as a basis, referred to as the POD basis. POD is successfully used in a variety of fields including fluid dynamics, coherent structures [1, 3] and inverse problems [6]. Moreover in [5] POD is successfully applied to compute reduced-order controllers. The relationship between POD and balancing was considered in [45, 62, 78]. An error analysis for nonlinear dynamical systems in finite dimensions were carried out in [59] and a missing point estimation in models described by POD was studied in [4].

Reduced order models are used in PDE-constrained optimization in various ways; see, e.g., [28, 64] for a survey. In optimal control problems it is sometimes necessary to compute a feedback control law instead of a fixed optimal control. In the implementation of these feedback laws models of reduced-order can play an important and very useful role, see [5, 44, 47, 60]. Another useful application is the use in optimization problems, where a PDE solver is part of the function evaluation. Obviously, thinking of a gradient evaluation or even a step-size rule in the optimization algorithm, an expensive function evaluation leads to an enormous amount of computing time. Here, the reduced-order model can replace the system given by a PDE in the objective function. It is quite common that a PDE can be replaced by a five- or ten-dimensional system of ordinary differential equations. This results computationally in a very fast method for optimization compared to the effort for the computation of a single solution of a PDE. There is a large amount of literature in engineering applications in this regard, we mention only the papers [48, 51]. Recent applications can also be found in finance using the RB model [57] and the POD model [63, 66] in the context of calibration for models in option pricing.

In the present work we use POD for deriving low order models of dynamical systems. These low order models then serve as surrogates for the dynamical system in the optimization process. We consider a linear-quadratic
optimal control problem in an abstract setting and prove error estimates for the POD Galerkin approximations of the optimal control. This is achieved by combining techniques from [11, 12, 25] and [39, 40]. For nonlinear problems we refer the reader to [28, 56, 64]. However, unless the snapshots are generating a sufficiently rich state space or are computed from the exact (unknown) optimal controls, it is not a-priorily clear how far the optimal solution of the POD problem is from the exact one. On the other hand, the POD method is a universal tool that is applicable also to problems with time-dependent coefficients or to nonlinear equations. Moreover, by generating snapshots from the real (large) model, a space is constructed that inhibits the main and relevant physical properties of the state system. This, and its ease of use makes POD very competitive in practical use, despite of a certain heuristic flavor. In this work, we review results for a POD a-posteriori analysis; see, e.g., [72] and [20, 34, 35, 69, 70, 75, 77]. We use a fairly standard perturbation method to deduce how far the suboptimal control, computed on the basis of the POD model, is from the (unknown) exact one. This idea turned out to be very efficient in our examples. It is able to compensate for the lack of a priori analysis for POD methods. Let us also refer to the papers [13, 18, 50], where a-posteriori error bounds are computed for linear-quadratic optimal control problems approximated by the reduced basis method.

The manuscript is organized in the following manner: In Section 2 we introduce the method of POD in real, separable Hilbert spaces and discuss its relationship to the singular value decomposition. We distinguish between two versions of the POD method: the discrete and the continuous one. Reduced-order modelling with POD is carried out in Section 3. The error between the exact solution and its POD approximation is investigated by an a-priori error analysis. In Section 4 we study quadratic optimal control problems governed by linear evolution problems and bilateral inequality constraints. These problems are infinite dimensional, convex optimization problems. Their optimal solutions are characterised by first-order optimality conditions. POD Galerkin discretizations of the optimality conditions are introduced and analysed. By an a-priori error analysis the error of the exact optimal control and its POD suboptimal approximation is estimated. For the error control in the numerical realisations we make use of an a-posteriori error analysis, which turns out to be very efficient in our numerical examples, which are presented in Section 5.

2. The POD method

Throughout we suppose that $X$ is a real Hilbert space endowed with the inner product $\langle \cdot , \cdot \rangle_X$ and the associated induced norm $\| \cdot \|_X = \langle \cdot , \cdot \rangle_X^{1/2}$. Furthermore, we assume that $X$ is separable, i.e., $X$ has a countable dense subset. This implies that $X$ possesses a countable orthonormal basis; see, e.g., [61, p. 47]. For the POD method in complex Hilbert spaces we refer to [74], for instance.
2.1. The discrete variant of the POD method

For fixed \( n, \varphi \in \mathbb{N} \) let the so-called snapshots \( y_1^k, \ldots, y_n^k \in X \) be given for \( 1 \leq k \leq \varphi \). To avoid a trivial case we suppose that at least one of the \( y_j^k \)'s is nonzero. Then, we introduce the finite dimensional, linear subspace

\[
\mathcal{V}^n = \text{span} \left\{ y_j^k \mid 1 \leq j \leq n \text{ and } 1 \leq k \leq \varphi \right\} \subset X
\]  

with dimension \( d^m \in \{1, \ldots, n\varphi\} < \infty \). We call the set \( \mathcal{V}^n \) snapshot subspace.

**Remark 2.1.** Later we will focus on the following application: Let \( 0 \leq t_1 < t_2 < \ldots < t_n \leq T \) be a given time grid in the interval \([0, T]\). To simplify of the presentation, the time grid is assumed to be equidistant with step-size \( \Delta t = T/(n-1) \), i.e., \( t_j = (j-1)\Delta t \). For nonequidistant grids we refer the reader to [40, 41]. Suppose that we have trajectories \( y_k^\ell \in C([0, T]; X), 1 \leq k \leq \varphi \). Here, the Banach space \( C([0, T]; X) \) contains all functions \( \varphi : [0, T] \to X \); see, e.g., [71, p. 142]. Let the snapshots be given as \( y_j^k = y_k^\ell(t_j) \in X \) or \( y_j^k \approx y_k^\ell(t_j) \in X \). In Sections 3 and 4 we will choose trajectories as solutions to evolution problems.

In Section 2.3 we consider the case, where the number \( n \) is varied. Therefore, we emphasize this dependence by using the super index \( n \). We distinguish two cases:

1) The separable Hilbert space \( X \) has finite dimension \( m \). Then, \( X \) is isomorphic to \( \mathbb{R}^m \); see, e.g., [61, p. 47]. We set \( I = \{1, \ldots, m\} \). Clearly, we have \( d^m \leq \min(n\varphi, m) \).

2) Since \( X \) is separable, each orthonormal basis of \( X \) has countably many elements. In this case \( X \) is isomorphic to the set \( \ell_2 \) of sequences \( \{x_i\}_{i \in \mathbb{N}} \) of real numbers which satisfy \( \sum_{i=1}^{\infty} |x_i|^2 < \infty \); see [61, p. 47], for instance. Then, we define \( I = \mathbb{N} \).

The method of POD consists in choosing an orthonormal set \( \{\psi_i\}_{i=1}^{\ell} \) in \( X \) such that for every \( \ell \in \{1, \ldots, d^m\} \) the mean square error between the \( n\varphi \)-th partial Fourier sum is minimized on average:

\[
\min \sum_{k=1}^{\varphi} \sum_{j=1}^{n} \alpha_j^{n} \left\| y_j^k - \sum_{i=1}^{\ell} \langle y_j^k, \psi_i \rangle_X \psi_i \right\|_X^2 \quad \text{(P}^n_{\ell}\text{)}
\]

s.t. \( \{\psi_i\}_{i=1}^{\ell} \subset X \) and \( \langle \psi_i, \psi_j \rangle_X = \delta_{ij}, 1 \leq i, j \leq \ell \),

where the \( \alpha_j^{n} \)'s denote positive weighting parameters. Here, the symbol \( \delta_{ij} \) denotes the Kronecker symbol satisfying \( \delta_{ii} = 1 \) and \( \delta_{ij} = 0 \) for \( i \neq j \). An optimal solution \( \{\bar{\psi}_i^{n}\}_{i=1}^{\ell} \) to \((P^n_{\ell})\) is called a POD basis of rank \( \ell \), which can be extended to a complete orthonormal basis \( \{\psi_i\}_{i \in \mathbb{J}} \) in the Hilbert space \( X \).
Notice that
\[
\left\| y_j^k - \sum_{i=1}^{\ell} \langle y_j^k, \psi_i \rangle_X \psi_i \right\|_X^2 = \left\langle y_j^k - \sum_{i=1}^{\ell} \langle y_j^k, \psi_i \rangle_X \psi_i, y_j^k - \sum_{l=1}^{\ell} \langle y_j^k, \psi_l \rangle_X \psi_l \right\rangle_X \tag{2.2}
\]
holds for any set \( \{\psi_i\}_{i=1}^{\ell} \subset X \) satisfying \( \langle \psi_i, \psi_j \rangle_X = \delta_{ij} \). Thus, \((P_n^\ell)\) is equivalent with the maximization problem
\[
\left\{ \begin{array}{l}
\max \sum_{k=1}^{\varphi} \sum_{j=1}^{n} \alpha_j \sum_{i=1}^{\ell} \langle y_j^k, \psi_i \rangle_X^2 \\
\text{s.t. } \{\psi_i\}_{i=1}^{\ell} \subset X \text{ and } \langle \psi_i, \psi_j \rangle_X = \delta_{ij}, \ 1 \leq i, j \leq \ell.
\end{array} \right.
\tag{\hat{P}_n^\ell}
\]
Suppose that \( \{\psi_i\}_{i=1}^{\ell} \) is a complete orthonormal basis in \( X \). Since \( X \) is separable, any \( y_j^k \in X, 1 \leq j \leq n \) and \( 1 \leq k \leq \varphi \), can be written as
\[
y_j^k = \sum_{i,j}^{\ell} \langle y_j^k, \psi_i \rangle_X \psi_i \tag{2.3}
\]
and the (probably infinite) sum converges for all snapshots (even for all elements in \( X \)). Thus, the POD basis \( \{\hat{\psi}_i^\ell\}_{i=1}^{\ell} \) of rank \( \ell \) maximizes the absolute values of the first \( \ell \) Fourier coefficients \( \langle y_j^k, \psi_i \rangle_X \) for all \( n \varphi \) snapshots \( y_j^k \) in an average sense. Let us recall the following definition for linear operators in Banach spaces.

**Definition 2.2.** Let \( B_1, B_2 \) be two real Banach spaces. The operator \( T : B_1 \to B_2 \) is called a linear, bounded operator if these conditions are satisfied:

1) \( T(\alpha u + \beta v) = \alpha Tu + \beta Tv \) for all \( \alpha, \beta \in \mathbb{R} \) and \( u, v \in B_1 \).
2) There exists a constant \( c > 0 \) such that \( \| Tu \|_{B_2} \leq c \| u \|_{B_1} \) for all \( u \in B_1 \).

The set of all linear, bounded operators from \( B_1 \) to \( B_2 \) is denoted by \( \mathcal{L}(B_1, B_2) \) which is a Banach space equipped with the operator norm \([61, \text{pp. 69-70}]\)
\[
\| T \|_{\mathcal{L}(B_1, B_2)} = \sup_{\| u \|_{B_1} = 1} \| Tu \|_{B_2} \text{ for } T \in \mathcal{L}(B_1, B_2).
\]
If \( B_1 = B_2 \) holds, we briefly write \( \mathcal{L}(B_1) \) instead of \( \mathcal{L}(B_1, B_2) \). The dual mapping \( T' : B'_2 \to B'_1 \) of an operator \( T \in \mathcal{L}(B_1, B_2) \) is defined as
\[
\langle T' f, u \rangle_{B'_1, B_1} = \langle f, Tu \rangle_{B'_2, B_2} \text{ for all } (u, f) \in B_1 \times B'_2,
\]
where, for instance, \( \langle \cdot, \cdot \rangle_{B'_1, B_1} \) denotes the dual pairing of the space \( B_1 \) with its dual space \( B'_1 = \mathcal{L}(B_1, \mathbb{R}) \).
Let $\mathcal{H}_1$ and $\mathcal{H}_2$ denote two real Hilbert spaces. For a given $\mathcal{T} \in \mathcal{L}(\mathcal{H}_1, \mathcal{H}_2)$ the adjoint operator $\mathcal{T}^* : \mathcal{H}_2 \to \mathcal{H}_1$ is uniquely defined by
\[
\langle \mathcal{T}^* v, u \rangle_{\mathcal{H}_1} = \langle v, \mathcal{T} u \rangle_{\mathcal{H}_2} = \langle \mathcal{T} u, v \rangle_{\mathcal{H}_2}
\] for all $(u, v) \in \mathcal{H}_1 \times \mathcal{H}_2$.

Let $\mathcal{J}_i : \mathcal{H}_i \to \mathcal{H}_i'$, $i = 1, 2$, denote the Riesz isomorphisms satisfying
\[
\langle u, v \rangle_{\mathcal{H}_i} = \langle \mathcal{J}_i u, \mathcal{J}_i v \rangle_{\mathcal{H}_i'} \quad \text{for all } v \in \mathcal{H}_i.
\]

Then, we have the representation $\mathcal{T}^* = \mathcal{J}_1^{-1} \mathcal{T}' \mathcal{J}_2$; see [71, p. 186]. Moreover, $(\mathcal{T}^*)^* = \mathcal{T}$ for every $\mathcal{T} \in \mathcal{L}(\mathcal{H}_1, \mathcal{H}_2)$. If $\mathcal{T} = \mathcal{T}^*$ holds, $\mathcal{T}$ is said to be selfadjoint. The operator $\mathcal{T} \in \mathcal{L}(\mathcal{H}_1, \mathcal{H}_2)$ is called nonnegative if $\langle \mathcal{T} u, u \rangle_{\mathcal{H}_2} \geq 0$ for all $u \in \mathcal{H}_1$. Finally, $\mathcal{T} \in \mathcal{L}(\mathcal{H}_1, \mathcal{H}_2)$ is called compact if for every bounded sequence $\{u_n\}_{n \in \mathbb{N}} \subset \mathcal{H}_1$ the sequence $\{\mathcal{T} u_n\}_{n \in \mathbb{N}} \subset \mathcal{H}_2$ contains a convergent subsequence.

Now we turn to $(\mathcal{P}_n^\ell)$ and $(\tilde{\mathcal{P}}_n^\ell)$. We make use of the following lemma.

**Lemma 2.3.** Let $X$ be a (separable) real Hilbert space and $y_1^k, \ldots, y_n^k \in X$ are given snapshots for $1 \leq k \leq \wp$. Define the linear operator $\mathcal{R}^n : X \to X$ as follows:
\[
\mathcal{R}^n \psi = \sum_{k=1}^\wp \sum_{j=1}^n \alpha_j^n \langle \psi, y_j^k \rangle_X y_j^k \quad \text{for } \psi \in X
\]
with positive weights $\alpha_1^n, \ldots, \alpha_n^n$. Then, $\mathcal{R}^n$ is a compact, nonnegative and selfadjoint operator.

**Proof.** It is clear that $\mathcal{R}^n$ is a linear operator. From
\[
\|\mathcal{R}^n \psi\|_X \leq \sum_{k=1}^\wp \sum_{j=1}^n \alpha_j^n \|\langle \psi, y_j^k \rangle_X\| \|y_j^k\|_X \quad \text{for } \psi \in X
\]
and the Cauchy-Schwarz inequality [61, p. 38]
\[
\|\langle \varphi, \phi \rangle_X\| \leq \|\varphi\|_X \|\phi\|_X \quad \text{for } \varphi, \phi \in X
\]
we conclude that $\mathcal{R}^n$ is bounded. Since $\mathcal{R}^n \psi \in \mathcal{V}^n$ holds for all $\psi \in X$, the range of $\mathcal{R}^n$ is finite dimensional. Thus, $\mathcal{R}^n$ is a finite rank operator which is compact; see [61, p. 199]. Next we show that $\mathcal{R}^n$ is nonnegative. For that purpose we choose an arbitrary element $\psi \in X$ and consider
\[
\langle \mathcal{R}^n \psi, \psi \rangle_X = \sum_{k=1}^\wp \sum_{j=1}^n \alpha_j^n \langle \psi, y_j^k \rangle_X \langle y_j^k, \psi \rangle_X = \sum_{k=1}^\wp \sum_{j=1}^n \alpha_j^n \langle \psi, y_j^k \rangle_X^2 \geq 0.
\]

Thus, $\mathcal{R}^n$ is nonnegative. For any $\psi, \tilde{\psi} \in X$ we derive
\[
\langle \mathcal{R}^n \psi, \tilde{\psi} \rangle_X = \sum_{k=1}^\wp \sum_{j=1}^n \alpha_j^n \langle \psi, y_j^k \rangle_X \langle y_j^k, \tilde{\psi} \rangle_X = \sum_{k=1}^\wp \sum_{j=1}^n \alpha_j^n \langle \tilde{\psi}, y_j^k \rangle_X \langle y_j^k, \psi \rangle_X
\]
\[
= \langle \mathcal{R}^n \tilde{\psi}, \psi \rangle_X = \langle \psi, \mathcal{R}^n \tilde{\psi} \rangle_X.
\]

Thus, $\mathcal{R}^n$ is selfadjoint. \qed
Next we recall some important results from the spectral theory of operators (on infinite dimensional spaces). We begin with the following definition; see [61, Section VI.3].

**Definition 2.4.** Let $\mathcal{H}$ be a real Hilbert space and $T \in L(\mathcal{H})$.

1) A complex number $\lambda$ belongs to the resolvent set $\rho(T)$ if $\lambda I - T$ is a bijection with a bounded inverse. Here, $I \in L(\mathcal{H})$ stands for the identity operator. If $\lambda \notin \rho(T)$, then $\lambda$ is an element of the spectrum $\sigma(T)$ of $T$.

2) Let $u \neq 0$ be a vector with $Tu = \lambda u$ for some $\lambda \in \mathbb{C}$. Then, $u$ is said to be an eigenvector of $T$. We call $\lambda$ the corresponding eigenvalue. If $\lambda$ is an eigenvalue, then $\lambda I - T$ is not injective. This implies $\lambda \in \sigma(T)$.

The set of all eigenvalues is called the point spectrum of $T$.

We will make use of the next two essential theorems for compact operators; see [61, p. 203].

**Theorem 2.5 (Riesz-Schauder).** Let $\mathcal{H}$ be a real Hilbert space and $T : \mathcal{H} \to \mathcal{H}$ a linear, compact operator. Then the spectrum $\sigma(T)$ is a discrete set having no limit points except perhaps 0. Furthermore, the space of eigenvectors corresponding to each nonzero $\lambda \in \sigma(T)$ is finite dimensional.

**Theorem 2.6 (Hilbert-Schmidt).** Let $\mathcal{H}$ be a real separable Hilbert space and $T : \mathcal{H} \to \mathcal{H}$ a linear, compact, selfadjoint operator. Then, there is a sequence of eigenvalues $\{\lambda_i\}_{i \in \mathbb{J}}$ and of an associated complete orthonormal basis $\{\psi_i\}_{i \in \mathbb{J}} \subset X$ satisfying

$$T\psi_i = \lambda_i \psi_i \quad \text{and} \quad \lambda_i \to 0 \text{ as } i \to \infty.$$  

Since $X$ is a separable real Hilbert space and $\mathcal{R}^n : X \to X$ is a linear, compact, nonnegative, selfadjoint operator (see Lemma 2.3), we can utilize Theorems 2.5 and 2.6: there exist a complete countable orthonormal basis $\{\bar{\psi}_n^i\}_{i \in \mathbb{J}}$ and a corresponding sequence of real eigenvalues $\{\bar{\lambda}_n^i\}_{i \in \mathbb{J}}$ satisfying

$$\mathcal{R}^n \bar{\psi}_n^i = \bar{\lambda}_n^i \bar{\psi}_n^i, \quad \bar{\lambda}_n^i \geq \ldots \geq \bar{\lambda}_d^a > \bar{\lambda}_{d^a+1} = \ldots = 0. \quad (2.5)$$

The spectrum of $\mathcal{R}^n$ is a pure point spectrum except for possibly 0. Each nonzero eigenvalue of $\mathcal{R}^n$ has finite multiplicity and 0 is the only possible accumulation point of the spectrum of $\mathcal{R}^n$.

**Remark 2.7.** From (2.4), (2.5) and $\|\psi\|_X = 1$ we infer that

$$\sum_{k=1}^{\varphi} \sum_{j=1}^{n} a_{jk}^n \langle y_j^k, \bar{\psi}_n^i \rangle_X = \left( \sum_{k=1}^{\varphi} \sum_{j=1}^{n} a_{jk}^n \langle y_j^k, \bar{\psi}_n^i \rangle_X y_j^k, \bar{\psi}_n^i \right)_X$$

$$= \langle \mathcal{R}^n \bar{\psi}_n^i, \bar{\psi}_n^i \rangle_X = \bar{\lambda}_n^i \quad \text{for any } i \in \mathbb{J}. \quad (2.6)$$

In particular, it follows that

$$\sum_{k=1}^{\varphi} \sum_{j=1}^{n} a_{jk}^n \langle y_j^k, \bar{\psi}_n^i \rangle_X = 0 \quad \text{for all } i > d^n. \quad (2.7)$$
Since \( \{\overline{\psi}_n^i\}_{i \in I} \) is a complete orthonormal basis and \( \|y_k^j\|_X < \infty \) holds for \( 1 \leq k \leq \varphi, 1 \leq j \leq n \), we derive from (2.6) and (2.7) that

\[
\sum_{k=1}^{\varphi} \sum_{j=1}^{n} \alpha_j^n \|y_k^j\|_X^2 = \sum_{k=1}^{\varphi} \sum_{j=1}^{n} \alpha_j^n \sum_{\nu \in J} \langle y_k^j, \overline{\psi}_\nu^n \rangle_X^2 = \sum_{i \in J} \lambda_i^n = \sum_{i=1}^{d^n} \lambda_i^n. \tag{2.8}
\]

By (2.8) the (probably infinite) sum \( \sum_{i \in J} \lambda_i^n \) is bounded. It follows from (2.2) that the objective of \((P_{n}^\ell)\) can be written as

\[
\sum_{k=1}^{\varphi} \sum_{j=1}^{n} \alpha_j^n \|y_k^j - \sum_{i=1}^{\ell} \langle y_k^j, \psi_i \rangle_X \psi_i \|_X^2 = \sum_{i=1}^{d^n} \lambda_i^n - \sum_{k=1}^{\varphi} \sum_{j=1}^{n} \alpha_j^n \sum_{i=1}^{\ell} \langle y_k^j, \psi_i \rangle_X^2 \tag{2.9}
\]

which we will use in the proof of Theorem 2.8.

Now we can formulate the main result for \((P_{n}^\ell)\) and \((\hat{P}_{n}^\ell)\).

**Theorem 2.8.** Let \( X \) be a separable real Hilbert space, \( y_1^k, \ldots, y_n^k \in X \) for \( 1 \leq k \leq \varphi \) and \( \mathcal{R}^n : X \to X \) be defined by (2.4). Suppose that \( \{\lambda_i^n\}_{i \in J} \) and \( \{\overline{\psi}_n^i\}_{i \in I} \) denote the nonnegative eigenvalues and associated orthonormal eigenfunctions of \( \mathcal{R}^n \) satisfying (2.5). Then, for every \( \ell \in \{1, \ldots, d^n\} \) the first \( \ell \) eigenfunctions \( \{\overline{\psi}_n^i\}_{i=1}^\ell \) solve \((P_{n}^\ell)\) and \((\hat{P}_{n}^\ell)\). Moreover, the value of the cost evaluated at the optimal solution \( \{\overline{\psi}_n^i\}_{i=1}^\ell \) satisfies

\[
\sum_{k=1}^{\varphi} \sum_{j=1}^{n} \alpha_j^n \|y_k^j - \sum_{i=1}^{\ell} \langle y_k^j, \psi_i \rangle_X \psi_i \|_X^2 = \sum_{i=1}^{d^n} \lambda_i^n \tag{2.10}
\]

and

\[
\sum_{k=1}^{\varphi} \sum_{j=1}^{n} \alpha_j^n \sum_{i=1}^{\ell} \langle y_k^j, \psi_i \rangle_X^2 = \sum_{i=1}^{\ell+1} \lambda_i^n. \tag{2.11}
\]

**Proof.** We prove the claim for \((\hat{P}_{n}^\ell)\) by finite induction over \( \ell \in \{1, \ldots, d^n\} \).

1) The base case: Let \( \ell = 1 \) and \( \psi \in X \) with \( \|\psi\|_X = 1 \). Since \( \{\overline{\psi}_\nu^n\}_{\nu \in J} \) is a complete orthonormal basis in \( X \), we have the representation

\[
\psi = \sum_{\nu \in J} \langle \psi, \overline{\psi}_\nu^n \rangle_X \overline{\psi}_\nu^n. \tag{2.12}
\]
Inserting this expression for $\psi$ in the objective of $(\hat{P}_n^\ell)$ we find that
\[
\sum_{k=1}^{\varphi} \sum_{j=1}^{n} \alpha_j^n \langle y_j^k, \psi \rangle_X^2 = \sum_{k=1}^{\varphi} \sum_{j=1}^{n} \sum_{\nu \in J} \alpha_j^n \langle y_j^k, \langle \psi, \bar{\psi}_\nu^n \rangle_X \bar{\psi}_\nu^n \rangle_X^2 = \sum_{k=1}^{\varphi} \sum_{j=1}^{n} \sum_{\nu \in J} \langle y_j^k, \langle \psi, \bar{\psi}_\nu^n \rangle_X \bar{\psi}_\nu^n \rangle_X^2.
\]
Utilizing (2.4), (2.5) and $\|\bar{\psi}_\nu^n\|_X = 1$ we find that
\[
\sum_{k=1}^{\varphi} \sum_{j=1}^{n} \alpha_j^n \langle y_j^k, \psi \rangle_X^2 = \sum_{\nu \in J} \sum_{\mu \in J} \langle y_j^k, \langle \bar{\psi}_\nu^n, \bar{\psi}_\mu^n \rangle_X \psi \rangle_X^2 = \sum_{\nu \in J} \lambda^n_\nu \langle \psi, \bar{\psi}_\nu^n \rangle_X^2.
\]
From $\lambda^n_\nu \geq \bar{\lambda}^\nu_\nu$ for all $\nu \in J$ and (2.6) we infer that
\[
\sum_{\nu \in J} \lambda^n_\nu \langle \psi, \bar{\psi}_\nu^n \rangle_X^2 \leq \bar{\lambda}^n \sum_{\nu \in J} \langle \psi, \bar{\psi}_\nu^n \rangle_X^2 = \bar{\lambda}^n \|\psi\|_X^2 = \bar{\lambda}^n
\]
\[
= \sum_{k=1}^{\varphi} \sum_{j=1}^{n} \alpha_j^n \langle y_j^k, \bar{\psi}_1^n \rangle_X^2,
\]
i.e., $\bar{\psi}^1_1$ solves $(\hat{P}_n^\ell)$ for $\ell = 1$ and (2.11) holds. This gives the base case. Notice that (2.9) and (2.11) imply (2.10).

2) The induction hypothesis: Now we suppose that
\[
\left\{ \begin{array}{l}
\text{for any } \ell \in \{1, \ldots, d^n - 1\} \text{ the set } \{\bar{\psi}^\ell_i\}_{i=1}^\varphi \subset X \text{ solve } (\hat{P}_n^\ell) \\
\text{and } \sum_{k=1}^{\varphi} \sum_{j=1}^{n} \alpha_j^n \sum_{i=1}^\ell \langle y_j^k, \bar{\psi}^\ell_i \rangle_X^2 = \sum_{i=1}^\ell \bar{\lambda}^n_i.
\end{array} \right.
\]

(2.13)

3) The induction step: We consider
\[
\left\{ \begin{array}{l}
\text{max } \sum_{k=1}^{\varphi} \sum_{j=1}^{n} \sum_{i=1}^{\ell+1} \langle y_j^k, \psi_i \rangle_X^2 \\
\text{s.t. } \{\psi_i\}_{i=1}^{\ell+1} \subset X \text{ and } \langle \psi_i, \psi_j \rangle_X = \delta_{ij}, \ 1 \leq i, j \leq \ell + 1.
\end{array} \right.
\]

(\hat{P}_n^{\ell+1})

By (2.13) the elements $\{\bar{\psi}^\ell_i\}_{i=1}^\varphi$ maximize the term
\[
\sum_{k=1}^{\varphi} \sum_{j=1}^{n} \sum_{i=1}^\ell \langle y_j^k, \psi_i \rangle_X^2.
\]
Thus, \((\hat{P}_n^\ell+1)\) is equivalent with

\[
\begin{align*}
\max \sum_{k=1}^{\wp} \sum_{j=1}^{n} \alpha_j^n \langle y_j^k, \psi \rangle_X \\
\text{s.t. } \psi \in X \text{ and } \|\psi\|_X = 1, \langle \psi, \bar{\psi}_i^n \rangle_X = 0, 1 \leq i \leq \ell.
\end{align*}
\]

(2.14)

Let \(\psi \in X\) be given satisfying \(\|\psi\|_X = 1\) and \(\langle \psi, \bar{\psi}_i^n \rangle_X = 0\) for \(i = 1, \ldots, \ell\). Then, using the representation (2.12) and \(\langle \psi, \bar{\psi}_i^n \rangle_X = 0\) for \(i = 1, \ldots, \ell\), we derive as above

\[
\sum_{k=1}^{\wp} \sum_{j=1}^{n} \alpha_j^n \langle y_j^k, \psi \rangle_X^2 = \sum_{\nu \in I} \bar{\lambda}_\nu^n \langle \psi, \bar{\psi}_\nu^n \rangle_X^2 = \sum_{\nu > \ell} \bar{\lambda}_\nu^n \langle \psi, \bar{\psi}_\nu^n \rangle_X^2.
\]

From \(\bar{\lambda}_{\ell+1}^n \geq \bar{\lambda}_\nu^n\) for all \(\nu \geq \ell + 1\) and (2.6) we conclude that

\[
\sum_{k=1}^{\wp} \sum_{j=1}^{n} \alpha_j^n \langle y_j^k, \psi \rangle_X^2 \leq \bar{\lambda}_{\ell+1}^n \sum_{\nu > \ell} \langle \psi, \bar{\psi}_\nu^n \rangle_X^2 \leq \bar{\lambda}_{\ell+1}^n \sum_{\nu \in I} \langle \psi, \bar{\psi}_\nu^n \rangle_X^2
\]

\[
= \bar{\lambda}_{\ell+1}^n \|\psi\|_X^2 = \bar{\lambda}_{\ell+1}^n = \sum_{k=1}^{\wp} \sum_{j=1}^{n} \alpha_j^n \langle y_j^k, \bar{\psi}_{\ell+1}^n \rangle_X^2.
\]

Thus, \(\bar{\psi}_{\ell+1}^n\) solves (2.14), which implies that \(\{\bar{\psi}_i^n\}_{i=1}^{\ell+1}\) is a solution to \((\hat{P}_n^\ell+1)\) and

\[
\sum_{k=1}^{\wp} \sum_{j=1}^{n} \alpha_j^n \sum_{i=1}^{\ell+1} \langle y_j^k, \bar{\psi}_i^n \rangle_X^2 = \sum_{i=1}^{\ell+1} \bar{\lambda}_i^n.
\]

Again, (2.9) and (2.11) imply (2.10).

\[\square\]

**Remark 2.9.** Theorem 2.8 can also be proved by using the theory of nonlinear programming; see [31, 74], for instance. In this case \((\hat{P}_n^\ell)\) is considered as an equality constrained optimization problem. Applying a Lagrangian framework it turns out that (2.5) are first-order necessary optimality conditions for \((\hat{P}_n^\ell)\).

\[\diamond\]

For the application of POD to concrete problems the choice of \(\ell\) is certainly of central importance for applying POD. It appears that no general a-priori rules are available. Rather the choice of \(\ell\) is based on heuristic considerations combined with observing the ratio of the modeled to the “total energy” contained in the snapshots \(y_1^k, \ldots, y_\wp^k, 1 \leq k \leq \wp\), which is expressed by

\[
\mathcal{E}(\ell) = \frac{\sum_{i=1}^{\ell} \bar{\lambda}_i^n}{\sum_{i=1}^{\wp} \bar{\lambda}_i^n} \in [0, 1].
\]

Utilizing (2.8) we have

\[
\mathcal{E}(\ell) = \frac{\sum_{i=1}^{\ell} \bar{\lambda}_i^n}{\sum_{k=1}^{\wp} \sum_{j=1}^{n} \alpha_j^n \|y_j^k\|_X^2}.
\]
i.e., the computation of the eigenvalues \( \{ \lambda_i \}_{i=\ell+1}^d \) is not necessary. This is utilized in numerical implementations when iterative eigenvalue solver are applied like, e.g., the Lanczos method; see [2, Chapter 10], for instance.

In the following we will discuss three examples which illustrate that POD is strongly related to the singular value decomposition of matrices.

**Remark 2.10 (POD in Euclidean space \( \mathbb{R}^m \); see [38]).** Suppose that \( X = \mathbb{R}^m \) with \( m \in \mathbb{N} \) and \( \varphi = 1 \) hold. Then we have \( n \) snapshot vectors \( y_1, \ldots, y_n \) and introduce the rectangular matrix \( Y = [y_1 | \ldots | y_n] \in \mathbb{R}^{m \times n} \) with rank \( d^m \leq \min(m, n) \). Choosing \( \alpha^n = 1 \) for \( 1 \leq j \leq n \) problem \( (P^n) \) has the form

\[
\min_{\psi} \sum_{j=1}^{n} \left\| y_j - \sum_{i=1}^{\ell} (y_j^T \psi_i) \psi_i \right\|_2^2 \quad \text{s.t. } \{ \psi_i \}_{i=1}^{\ell} \subset \mathbb{R}^m \quad \text{and } \psi_i^T \psi_j = \delta_{ij}, \quad 1 \leq i, j \leq \ell,
\]

where \( \| \cdot \|_2 \) stands for the Euclidean norm in \( \mathbb{R}^m \) and “\( ^T \)” denotes the transpose of a given vector (or matrix). From

\[
(R^n \psi)_i = \left( \sum_{j=1}^{n} (y_j^T \psi) y_j \right)_i = \sum_{j=1}^{n} \sum_{l=1}^{m} Y_{lj} \psi_l Y_{ij} = (YY^T \psi)_i, \quad \psi \in \mathbb{R}^m,
\]

for each component \( 1 \leq i \leq m \) we infer that (2.5) leads to the symmetric \( m \times m \) eigenvalue problem

\[
YY^T \bar{\psi}^n_i = \lambda_i^n \bar{\psi}^n_i, \quad \bar{\lambda}^n_1 \geq \ldots \geq \bar{\lambda}^n_{d^n} > \bar{\lambda}^n_{d^n+1} = \ldots = \bar{\lambda}^n_m = 0. \tag{2.16}
\]

Recall that (2.16) can be solved by utilizing the singular value decomposition (SVD) [52]: There exist real numbers \( \bar{\sigma}_1^n \geq \bar{\sigma}_2^n \geq \ldots \geq \bar{\sigma}_{d^n}^n > 0 \) and orthogonal matrices \( \Psi \in \mathbb{R}^{m \times m} \) with column vectors \( \{ \bar{\psi}_i^n \}_{i=1}^m \) and \( \Phi \in \mathbb{R}^{n \times n} \) with column vectors \( \{ \bar{\phi}_i^n \}_{i=1}^n \) such that

\[
\Psi^T Y \Phi = \begin{pmatrix} D & 0 \\ 0 & 0 \end{pmatrix} =: \Sigma \in \mathbb{R}^{m \times n}, \tag{2.17}
\]

where \( D = \text{diag} (\bar{\sigma}_1^n, \ldots, \bar{\sigma}_{d^n}^n) \in \mathbb{R}^{d \times d} \) and the zeros in (2.17) denote matrices of appropriate dimensions. Moreover the vectors \( \{ \bar{\psi}_i^n \}_{i=1}^m \) and \( \{ \bar{\phi}_i^n \}_{i=1}^n \) satisfy

\[
Y \bar{\phi}^n_i = \bar{\sigma}_i^n \bar{\psi}_i^n \quad \text{and } \quad Y^T \bar{\psi}^n_i = \bar{\sigma}_i^n \bar{\phi}_i^n \quad \text{for } i = 1, \ldots, d^n. \tag{2.18}
\]

They are eigenvectors of \( YY^T \) and \( Y^T Y \), respectively, with eigenvalues \( \bar{\lambda}_i^n = (\bar{\sigma}_i^n)^2 > 0, \ i = 1, \ldots, d^n \). The vectors \( \{ \bar{\psi}_i^n \}_{i=d^n+1}^m \) and \( \{ \bar{\phi}_i^n \}_{i=d^n+1}^n \) (if \( d^n < m \) respectively \( d^n < n \)) are eigenvectors of \( YY^T \) and \( Y^T Y \) with eigenvalue 0. Consequently, in the case \( n < m \) one can determine the POD basis of rank \( \ell \) as follows: Compute the eigenvectors \( \bar{\phi}_i^n, \ldots, \bar{\phi}_\ell^n \in \mathbb{R}^n \) by solving the symmetric \( n \times n \) eigenvalue problem

\[
Y^T Y \bar{\phi}^n_i = \bar{\lambda}_i^n \bar{\phi}^n_i \quad \text{for } i = 1, \ldots, \ell
\]

and set, by (2.18),

\[
\bar{\psi}_i^n = \frac{1}{(\bar{\lambda}_i^n)^{1/2}} Y \bar{\phi}^n_i \quad \text{for } i = 1, \ldots, \ell.
\]
For historical reasons this method of determining the POD-basis is sometimes called the method of snapshots; see [68]. On the other hand, if \( m < n \) holds, we can obtain the POD basis by solving the \( m \times m \) eigenvalue problem (2.16). If the matrix \( Y \) is badly scaled, we should avoid to build the matrix product \( YY^\top \) (or \( Y^\top Y \)). In this case the SVD turns out to be more stable for the numerical computation of the POD basis of rank \( \ell \).

\[ \text{Remark 2.11 (POD in } \mathbb{R}^m \text{ with weighted inner product). As in Remark 2.10 we choose } X = \mathbb{R}^m \text{ with } m \in \mathbb{R}^m \text{ and } \phi = 1. \text{ Let } W \in \mathbb{R}^{m \times m} \text{ be a given symmetric, positive definite matrix. We supply } \mathbb{R}^m \text{ with the weighted inner product} \]

\[ \langle \psi, \tilde{\psi} \rangle_W = \psi^\top W \tilde{\psi} = \langle \psi, W \tilde{\psi} \rangle_{\mathbb{R}^m} = \langle W \psi, \tilde{\psi} \rangle_{\mathbb{R}^m} \quad \text{for } \psi, \tilde{\psi} \in \mathbb{R}^m. \]

Then, problem \( (P_n^\ell) \) has the form

\[
\begin{align*}
\min & \sum_{j=1}^n \alpha_j^n \| y_j - \sum_{i=1}^\ell \langle y_j, \psi_i \rangle_W \psi_i \|_W^2 \\
\text{s.t.} & \{ \psi_1, \ldots, \psi_\ell \} \subset \mathbb{R}^m \text{ and } \langle \psi_i, \psi_j \rangle_W = \delta_{ij}, \; 1 \leq i, j \leq \ell.
\end{align*}
\]

As in Remark 2.10 we introduce the matrix \( Y = [y_1, \ldots, y_n] \in \mathbb{R}^{m \times n} \) with rank \( d_n \leq \min(m, n) \). Moreover, we define the diagonal matrix \( D = \text{diag} (\alpha_1^n, \ldots, \alpha_n^n) \in \mathbb{R}^{n \times n} \). We find that

\[
(\mathcal{R}^n \psi)_i = \left( \sum_{j=1}^n \alpha_j^n \langle y_j, \psi \rangle_W y_j \right)_i = \sum_{j=1}^n \sum_{l=1}^m \sum_{\nu=1}^m \alpha_j^n y_{ij} W_{\nu l} \psi_{\nu l} Y_{ij}
\]

for each component \( 1 \leq i \leq m \). Consequently, (2.5) leads to the eigenvalue problem

\[
Y D Y^\top W \tilde{\psi}_i^n = \bar{\lambda}_i^n \tilde{\psi}_i^n, \quad \bar{\lambda}_1^n \geq \ldots \geq \bar{\lambda}_m^n > \bar{\lambda}_{m+1}^n = \ldots = \bar{\lambda}_n^n = 0. \tag{2.19}
\]

Since \( W \) is symmetric and positive definite, \( W \) possesses an eigenvalue decomposition of the form \( W = QBQ^\top \), where \( B = \text{diag} (\beta_1, \ldots, \beta_m) \) contains the eigenvalues \( \beta_1 \geq \ldots \geq \beta_m > 0 \) of \( W \) and \( Q \in \mathbb{R}^{m \times m} \) is an orthogonal matrix. We define

\[
W^r = Q \text{diag} (\beta_1^r, \ldots, \beta_m^r) Q^\top \quad \text{for } r \in \mathbb{R}.
\]

Note that \( (W^r)^{-1} = W^{-r} \) and \( W^{r+s} = W^r W^s \) for \( r, s \in \mathbb{R} \). Moreover, we have

\[
\langle \psi, \tilde{\psi} \rangle_W = \langle W^{1/2} \psi, W^{1/2} \tilde{\psi} \rangle_{\mathbb{R}^m} \quad \text{for } \psi, \tilde{\psi} \in \mathbb{R}^m
\]

and \( \| \psi \|_W = \| W^{1/2} \psi \|_{\mathbb{R}^m} \) for \( \psi \in \mathbb{R}^m \). Analogously, the matrix \( D^{1/2} \) is defined. Inserting \( \psi_i^n = W^{1/2} \tilde{\psi}_i^n \) in (2.19), multiplying (2.19) by \( W^{1/2} \) from the left and setting \( \tilde{Y} = W^{1/2} Y D^{1/2} \) yield the symmetric \( m \times m \) eigenvalue problem

\[
\tilde{Y} \tilde{Y}^\top \psi_i^n = \bar{\lambda}_i^n \psi_i^n, \quad 1 \leq i \leq \ell.
\]

Note that

\[
\tilde{Y} \tilde{Y}^\top = D^{1/2} Y^\top W Y D^{1/2} \in \mathbb{R}^{n \times n}. \tag{2.20}
\]
Thus, the POD basis \( \{ \tilde{\psi}^n_i \}_{i=1}^{\ell} \) of rank \( \ell \) can also be computed by the methods of snapshots as follows: First solve the symmetric \( n \times n \) eigenvalue problem
\[
\hat{Y}^T \hat{Y} \phi_i^n = \bar{\lambda}_i^n \phi_i^n, \quad 1 \leq i \leq \ell \quad \text{and} \quad \langle \phi_i^n, \phi_j^n \rangle_{\mathbb{R}^n} = \delta_{ij}, \quad 1 \leq i, j \leq \ell.
\]
Then we set (by using the SVD of \( \hat{Y} \))
\[
\tilde{\psi}^n_i = W^{-1/2} \psi_i^n = \frac{1}{\sigma_i^n} W^{-1/2} \hat{Y} \phi_i^n = \frac{1}{\sigma_i^n} Y D^{1/2} \phi_i^n, \quad 1 \leq i \leq \ell. \quad (2.21)
\]
Note that
\[
\langle \tilde{\psi}^n_i, \tilde{\psi}^n_j \rangle_W = (\tilde{\psi}^n_i)^T W \tilde{\psi}^n_j = \frac{1}{\sigma_i^n \sigma_j^n} (\phi_i^n)^T D^{1/2} Y^T W Y D^{1/2} \phi_j^n = \delta_{ij}
\]
for \( 1 \leq i, j \leq \ell \). Thus, the POD basis \( \{ \tilde{\psi}^n_i \}_{i=1}^{\ell} \) of rank \( \ell \) is orthonormal in \( \mathbb{R}^m \) with respect to the inner product \( \langle \cdot, \cdot \rangle_W \). We observe from (2.20) and (2.21) that the computation of \( W^{1/2} \) and \( W^{-1/2} \) is not required. For applications, where \( W \) is not just a diagonal matrix, the method of snapshots turns out to be more attractive with respect to the computational costs even if \( m > n \) holds.

**Remark 2.12 (POD in \( \mathbb{R}^m \) with multiple snapshots).** Let us discuss the more general case \( \varphi = 2 \) in the setting of Remark 2.11. The extension for \( \varphi > 2 \) is straightforward. We introduce the matrix \( Y = [y_1^1 \ldots y_n^1 | y_1^2 \ldots y_n^2] \in \mathbb{R}^{m \times (n\varphi)} \) with rank \( d^n \leq \min(m, n\varphi) \). Then we find
\[
\mathcal{R}^n \psi = \sum_{j=1}^{n} \left( \alpha^n_j \langle y_j^1, \psi \rangle_W y_j^1 + \alpha^n_j \langle y_j^2, \psi \rangle_W y_j^2 \right)
\]
for \( \psi \in \mathbb{R}^m \).

Hence, (2.5) corresponds to the eigenvalue problem
\[
Y \tilde{D} Y^T W \tilde{\psi}^n_i = \bar{\lambda}_i^n \tilde{\psi}^n_i, \quad \bar{\lambda}_1^n \geq \ldots \geq \bar{\lambda}_m^n \geq \bar{\lambda}_{m+1}^n = \ldots = \bar{\lambda}_m^n = 0. \quad (2.22)
\]
Setting \( \psi_i^n = W^{1/2} \tilde{\psi}^n_i \) in (2.22) and multiplying by \( W^{1/2} \) from the left yield
\[
W^{1/2} Y \tilde{D} Y^T W^{1/2} \psi_i^n = \bar{\lambda}_i^n \psi_i^n. \quad (2.23)
\]
Let \( \hat{Y} = W^{1/2} Y \tilde{D}^{1/2} \in \mathbb{R}^{m \times (n\varphi)} \). Using \( W^{1/2} = W \) as well as \( \tilde{D} = \hat{D} \) we infer from (2.23) that the POD basis \( \{ \hat{\psi}^n_i \}_{i=1}^{\ell} \) of rank \( \ell \) is given by the symmetric \( m \times m \) eigenvalue problem
\[
\hat{Y} \hat{Y}^T \hat{\psi}^n_i = \bar{\lambda}_i^n \hat{\psi}^n_i, \quad 1 \leq i \leq \ell, \quad \text{and} \quad \langle \hat{\psi}^n_i, \hat{\psi}^n_j \rangle_{\mathbb{R}^m} = \delta_{ij}, \quad 1 \leq i, j \leq \ell
\]
and \( \hat{\psi}^n_i = W^{-1/2} \psi_i^n \). Note that
\[
\hat{Y} \hat{Y}^T = \hat{D}^{1/2} Y^T W Y \hat{D}^{1/2} \in \mathbb{R}^{(n\varphi) \times (n\varphi)}.
\]
Thus, the POD basis of rank \( \ell \) can also be computed by the methods of snapshots as follows: First solve the symmetric \( (n\varphi) \times (n\varphi) \) eigenvalue problem
\[
\hat{Y} \hat{Y}^T \phi_i^n = \bar{\lambda}_i^n \phi_i, \quad 1 \leq i \leq \ell \quad \text{and} \quad \langle \phi_i^n, \phi_j^n \rangle_{\mathbb{R}^{n\varphi}} = \delta_{ij}, \quad 1 \leq i, j \leq \ell.
\]
Then we set (by SVD)
\[
\tilde{\psi}_i^n = W^{-1/2} \psi_i^n = \frac{1}{\sigma_i^n} W^{-1/2} \hat{Y} \phi_i^n = \frac{1}{\sigma_i^n} Y \hat{D}^{1/2} \phi_i^n
\]
for \(1 \leq i \leq \ell\).

\[\Box\]

\section{2.2. The continuous variant of the POD method}

As in Remark 2.1 let \(0 \leq t_1 < t_2 < \ldots < t_n \leq T\) be a given time grid in the interval \([0, T]\) with equidistant with step-size \(\Delta t = T/(n - 1)\), i.e., \(t_i = (j - 1)\Delta t\). Suppose that we have trajectories \(y^k \in C([0, T]; X), 1 \leq k \leq \varphi\).
Let the snapshots be given as \(y^k_j = y^k(t_j) \in X\) or \(\bar{y}^k_j \approx y^k(t_j) \in X\). Then, the snapshot subspace \(V^n\) introduced in (2.1) depends on the chosen time instances \(\{t_j\}_{j=1}^n\). Consequently, the POD basis \(\{\tilde{\psi}_i^n\}_{i=1}^\ell\) of rank \(\ell\) as well as the corresponding eigenvalues \(\{\bar{\lambda}_i^n\}_{i=1}^\ell\) depend also on the time instances (which has already been indicated by the superindex \(n\)). Moreover, we have not discussed so far what is the motivation to introduce the positive weights \(\{\alpha_j^n\}_{j=1}^n\) in (\(\hat{P}_n^{\ell}\)). For this reason we proceed by investigating the following two questions:

- How to choose good time instances for the snapshots?
- What are appropriate positive weights \(\{\alpha_j^n\}_{j=1}^n\)?

To address these two questions we will introduce a continuous version of POD. In Section 2.1 we have introduced the operator \(\mathcal{R}^n\) in (2.4). By \(\{\tilde{\psi}_i^n\}_{i=1}^\ell\) and \(\{\bar{\lambda}_i^n\}_{i=1}^\ell\) we have denoted the eigenfunctions and eigenvalues for \(\mathcal{R}^n\) satisfying (2.5). Moreover, we have set \(d^n = \dim V^n\) for the dimension of the snapshot set. Let us now introduce the snapshot set by

\[
V = \text{span} \left\{ y^k(t) \mid t \in [0, T] \text{ and } 1 \leq k \leq \varphi \right\} \subset X
\]

with dimension \(d \leq \infty\). For any \(\ell \leq d\) we are interested in determining a POD basis of rank \(\ell\) which minimizes the mean square error between the trajectories \(y^k\) and the corresponding \(\ell\)-th partial Fourier sums on average in the time interval \([0, T]\):

\[
\begin{cases}
\min \sum_{k=1}^\varphi \int_0^T \left\| y^k(t) - \sum_{i=1}^\ell \langle y^k(t), \psi_i \rangle_X \psi_i \right\|^2_X dt \\
\text{s.t. } \{\psi_i\}_{i=1}^\ell \subset X \text{ and } \langle \psi_i, \psi_j \rangle_X = \delta_{ij}, \ 1 \leq i,j \leq \ell.
\end{cases}
\]

(\(P^n_\ell\))

An optimal solution \(\{\psi_i\}_{i=1}^\ell\) to (\(P^n_\ell\)) is called a POD basis of rank \(\ell\). Analogous to (\(\hat{P}_n^{\ell}\)) we can – instead of (\(P^n_\ell\)) – consider the problem

\[
\begin{cases}
\max \sum_{k=1}^\varphi \int_0^T \sum_{i=1}^\ell \langle y^k(t), \psi_i \rangle_X^2 dt \\
\text{s.t. } \{\psi_i\}_{i=1}^\ell \subset X \text{ and } \langle \psi_i, \psi_j \rangle_X = \delta_{ij}, \ 1 \leq i,j \leq \ell.
\end{cases}
\]

(\(\hat{P}_\ell\))
A solution to \((P^\ell)\) and to \((\hat{P}^\ell)\) can be characterized by an eigenvalue problem for the linear integral operator \(\mathcal{R} : X \rightarrow X\) given as

\[
\mathcal{R}\psi = \sum_{k=1}^{\varphi} \int_{0}^{T} \langle y^k(t), \psi \rangle_X y^k(t) \, dt \quad \text{for } \psi \in X. \tag{2.24}
\]

For the given real Hilbert space \(X\) we denote by \(L^2(0; T; X)\) the Hilbert space of square integrable functions \(t \mapsto \varphi(t) \in X\) so that [71, p. 143]

- the mapping \(t \mapsto \varphi(t)\) is measurable for \(t \in [0, T]\) and
- \(\|\varphi\|_{L^2(0;T;X)} = \left( \int_{0}^{T} \|\varphi(t)\|^2_X \, dt \right)^{1/2} < \infty\).

Recall that \(\varphi : [0, T] \rightarrow X\) is called measurable if there exists a sequence \(\{\varphi_n\}_{n \in \mathbb{N}}\) of step functions \(\varphi_n : [0, T] \rightarrow X\) satisfying \(\varphi(t) = \lim_{n \rightarrow \infty} \varphi_n(t)\) for almost all \(t \in [0, T]\). The standard inner product on \(L^2(0; T; X)\) is given by

\[
\langle \varphi, \psi \rangle_{L^2(0;T;X)} = \int_{0}^{T} \langle \varphi(t), \psi(t) \rangle_X \, dt \quad \text{for } \varphi, \psi \in L^2(0; T; X).
\]

**Lemma 2.13.** Let \(X\) be a (separable) real Hilbert space and \(y^k \in L^2(0; T; X)\), \(1 \leq k \leq \varphi\), be given snapshot trajectories. Then, the operator \(\mathcal{R}\) introduced in (2.24) is compact, nonnegative and selfadjoint.

**Proof.** First we write \(\mathcal{R}\) as a product of an operator and its Hilbert space adjoint. For that purpose let us define the linear operator \(\mathcal{Y} : L^2(0; T; \mathbb{R}^\varphi) \rightarrow X\) by

\[
\mathcal{Y}\phi = \sum_{k=1}^{\varphi} \int_{0}^{T} \phi^k(t)y^k(t) \, dt \quad \text{for } \phi = (\phi^1, \ldots, \phi^\varphi) \in L^2(0; T; \mathbb{R}^\varphi). \tag{2.25}
\]

Utilizing the Cauchy-Schwarz inequality [61, p. 38] and \(y^k \in L^2(0; T; X)\) for \(1 \leq k \leq \varphi\) we infer that

\[
\|\mathcal{Y}\phi\|_X \leq \sum_{k=1}^{\varphi} \int_{0}^{T} |\phi^k(t)||y^k(t)||_X \, dt \leq \sum_{k=1}^{\varphi} \|\phi^k\|_{L^2(0;T)} \|y^k\|_{L^2(0;T;X)} \\
\leq \left( \sum_{k=1}^{\varphi} \|\phi^k\|^2_{L^2(0;T)} \right)^{1/2} \left( \sum_{k=1}^{\varphi} \|y^k(t)||_X^2 \right)^{1/2} \\
= C_\mathcal{Y} \|\phi\|_{L^2(0;T;\mathbb{R}^\varphi)} \quad \text{for any } \phi \in L^2(0; T; \mathbb{R}^\varphi),
\]

where we set \(C_\mathcal{Y} = \left( \sum_{k=1}^{\varphi} \|y^k(t)||_X^2 \right)^{1/2} < \infty\). Hence, the operator \(\mathcal{Y}\) is bounded. Its Hilbert space adjoint \(\mathcal{Y}^* : X \rightarrow L^2(0; T; \mathbb{R}^\varphi)\) satisfies

\[
\langle \mathcal{Y}^* \psi, \phi \rangle_{L^2(0;T;\mathbb{R}^\varphi)} = \langle \psi, \mathcal{Y}\phi \rangle_X \quad \text{for } \psi \in X \text{ and } \phi \in L^2(0; T; \mathbb{R}^\varphi).
\]
Since we derive
\[
\langle Y^* \psi, \phi \rangle_{L^2(0,T;\mathbb{R}^\nu)} = \langle \psi, Y \phi \rangle_X = \left\langle \psi, \sum_{k=1}^{\nu} \int_0^T \phi_k(t) y_k(t) \, dt \right\rangle_X
\]
\[
= \sum_{k=1}^{\nu} \int_0^T \langle \psi, y_k(t) \rangle_X \phi_k(t) \, dt = \left\langle \left( \langle \psi, y_k(\cdot) \rangle_X \right)_{1 \leq k \leq \nu}, \phi \right\rangle_{L^2(0,T;\mathbb{R}^\nu)}
\]
for \( \psi \in X \) and \( \phi \in L^2(0,T;\mathbb{R}^\nu) \), the adjoint operator is given by
\[
(Y^* \psi)(t) = \left( \begin{array}{c} \langle \psi, y^1(t) \rangle_X \\ \vdots \\ \langle \psi, y^{\nu}(t) \rangle_X \end{array} \right) \quad \text{for } \psi \in X \text{ and } t \in [0,T] \text{ a.e.,}
\]
where ‘a.e.’ stands for ‘almost everywhere’. From (2.4) and
\[
(YY^*) \psi = Y \left( \begin{array}{c} \langle \psi, y^1(\cdot) \rangle_X \\ \vdots \\ \langle \psi, y^{\nu}(\cdot) \rangle_X \end{array} \right) = \sum_{k=1}^{\nu} \int_0^T \langle \psi, y_k(t) \rangle_X y^k(t) \, dt \quad \text{for } \psi \in X
\]
we infer that \( R = YY^* \) holds. Since the operator \( Y \) is bounded, its adjoint and therefore \( R = YY^* \) are bounded operators. To prove that \( R \) is compact, we show that \( Y^* \) is compact. Let \( \{\chi_n\}_{n \in \mathbb{N}} \subseteq X \) be sequence converging weakly to an element \( \chi \in X \), i.e.,
\[
\lim_{n \to \infty} \langle \chi_n, \psi \rangle_X = \langle \chi, \psi \rangle_X \quad \text{for all } \psi \in X.
\]
This implies that
\[
\begin{align*}
\lim_{n \to \infty} (Y^* \chi_n)(t) &= \left( \begin{array}{c} \langle \chi_n, y^1(t) \rangle_X \\ \vdots \\ \langle \chi_n, y^{\nu}(t) \rangle_X \end{array} \right) = \left( \begin{array}{c} \langle \chi, y^1(t) \rangle_X \\ \vdots \\ \langle \chi, y^{\nu}(t) \rangle_X \end{array} \right) = (Y^* \chi)(t)
\end{align*}
\]
for \( t \in [0,T] \) a.e. Thus, the sequence \( \{Y^* \chi_n\}_{n \in \mathbb{N}} \) converges weakly to \( Y^* \chi \) in \( L^2(0,T;\mathbb{R}^\nu) \). Consequently, \( R = YY^* \) is compact. From
\[
\begin{align*}
\langle R \psi, \psi \rangle_X &= \left\langle \sum_{k=1}^{\nu} \int_0^T \langle \psi, y_k(t) \rangle_X y^k(t) \, dt, \psi \right\rangle_X \\
&= \sum_{k=1}^{\nu} \int_0^T \left| \langle \psi, y_k(t) \rangle_X \right|^2 \, dt \geq 0 \quad \text{for all } \psi \in X
\end{align*}
\]
we infer that \( R \) is nonnegative. Finally, we have \( R^* = (YY^*)^* = R \), i.e. the operator \( R \) is selfadjoint. \( \square \)
Remark 2.14. It follows from the proof of Lemma 2.13 that \( \mathcal{K} = \mathcal{Y}^* \mathcal{Y} : L^2(0, T; \mathbb{R}^\varphi) \to L^2(0, T; \mathbb{R}^\varphi) \) is compact as well. We find that
\[
(\mathcal{K}\phi)(t) = \begin{pmatrix}
\sum_{k=1}^{\varphi} \int_0^T \langle y^k(s), y^1(t) \rangle_X \phi^k(s) \, ds \\
\vdots \\
\sum_{k=1}^{\varphi} \int_0^T \langle y^k(s), y^\varphi(t) \rangle_X \phi^k(s) \, ds
\end{pmatrix}, \quad \phi \in L^2(0, T; \mathbb{R}^\varphi).
\]
The compactness of \( \mathcal{K} \) can also be shown as follow: Notice that the kernel
\[
r_{ik}(s, t) = \langle y^k(s), y^i(t) \rangle_X, \quad (s, t) \in [0, T] \times [0, T] \text{ and } 1 \leq i, k \leq \varphi,
\]
belongs to \( L^2(0, T) \times L^2(0, T) \). Here, we shortly write \( L^2(0, T) \) for \( L^2(0, T; \mathbb{R}) \). Then, it follows from [79, pp. 197 and 277] that the linear integral operator \( \mathcal{K}_{ik} : L^2(0, T) \to L^2(0, T) \) defined by
\[
\mathcal{K}_{ik}(t) = \int_0^T r_{ik}(s, t) \phi(s) \, ds, \quad \phi \in L^2(0, T),
\]
is a compact operator. This implies, that the operator \( \sum_{k=1}^{\varphi} \mathcal{K}_{ik} \) is compact for \( 1 \leq i \leq \varphi \) as well. \( \diamond \)

In the next theorem we formulate how the solution to \( (\mathbf{P}^\ell) \) and \( (\mathbf{\hat{P}}^\ell) \) can be found.

Theorem 2.15. Let \( X \) be a separable real Hilbert space and \( y^k \in L^2(0, T; X) \) are given trajectories for \( 1 \leq k \leq \varphi \). Suppose that the linear operator \( \mathcal{R} \) is defined by (2.24). Then, the exist nonnegative eigenvalues \( \{\lambda_i\}_{i \in J} \) and associated orthonomal eigenfunctions \( \{\psi_i\}_{i \in J} \) satisfying
\[
\mathcal{R} \psi_i = \lambda_i \psi_i, \quad \bar{\lambda}_1 \geq \ldots \geq \bar{\lambda}_d \geq \lambda_{d+1} = \ldots = 0. \tag{2.26}
\]
For every \( \ell \in \{1, \ldots, d\} \) the first \( \ell \) eigenfunctions \( \{\psi_i\}_{i=1}^\ell \) solve \( (\mathbf{P}^\ell) \) and \( (\mathbf{\hat{P}}^\ell) \). Moreover, the value of the objectives evaluated at the optimal solution \( \{\hat{\psi}_i\}_{i=1}^\ell \) satisfies
\[
\sum_{k=1}^{\varphi} \int_0^T \left\| y^k(t) - \sum_{i=1}^{\ell} \langle y^k(t), \psi_i \rangle_X \psi_i \right\|_X^2 \, dt = \sum_{i=\ell+1}^d \bar{\lambda}_i \tag{2.27}
\]
and
\[
\sum_{k=1}^{\varphi} \int_0^T \sum_{i=1}^{\ell} \langle y^k(t), \psi_i \rangle_X^2 \, dt = \sum_{i=1}^\ell \bar{\lambda}_i, \tag{2.28}
\]
respectively.

Proof. The existence of sequences \( \{\lambda_i\}_{i \in J} \) of eigenvalues and \( \{\psi_i\}_{i \in J} \) of associated eigenfunctions satisfying (2.26) follows from Lemma 2.13, Theorem 2.5 and Theorem 2.6. Analogous to the proof of Theorem 2.8 in Section 2.1 one can show that \( \{\hat{\psi}_i\}_{i=1}^\ell \) solves \( (\mathbf{P}^\ell) \) as well as \( (\mathbf{\hat{P}}^\ell) \) and that (2.27) respectively (2.28) are valid. \( \square \)
Remark 2.16. Similar to (2.6) we have
\[\sum_{k=1}^{\varphi} \int_0^T \|y^k(t)\|_X^2 \, dt = \sum_{i=1}^{d} \lambda_i. \tag{2.29}\]
In fact,
\[\mathcal{R}\bar{\psi}_i = \sum_{k=1}^{\varphi} \int_0^T \langle y^k(t), \bar{\psi}_i \rangle_X y^k(t) \, dt \quad \text{for every } i \in J.\]
Taking the inner product with \(\bar{\psi}_i\), using (2.26) and summing over \(i\) we get
\[\sum_{i=1}^{d} \sum_{k=1}^{\varphi} \int_0^T \langle y^k(t), \bar{\psi}_i \rangle_X^2 \, dt = \sum_{i=1}^{d} \langle \mathcal{R}\bar{\psi}_i, \bar{\psi}_i \rangle_X = \sum_{i=1}^{d} \bar{\lambda}_i.\]
Expanding each \(y^k(t) \in X\) in terms of \(\{\bar{\psi}_i\}_{i \in J}\) for each \(1 \leq k \leq \varphi\) we have
\[y^k(t) = \sum_{i=1}^{d} \langle y^k(t), \bar{\psi}_i \rangle_X \bar{\psi}_i\]
and hence
\[\sum_{k=1}^{\varphi} \int_0^T \|y^k(t)\|_X^2 \, dt = \sum_{k=1}^{\varphi} \sum_{i=1}^{d} \int_0^T \langle y^k(t), \bar{\psi}_i \rangle_X^2 \, dt = \sum_{i=1}^{d} \bar{\lambda}_i,\]
which is (2.29).

\begin{remark}[Singular value decomposition] Suppose that \(y^k \in L^2(0, T; X)\) holds. By Theorem 2.15 there exist nonnegative eigenvalues \(\{\lambda_i\}_{i \in J}\) and associated orthonormal eigenfunctions \(\{\bar{\psi}_i\}_{i \in J}\) satisfying (2.26). From \(\mathcal{K} = \mathcal{Y}^* \mathcal{Y}\) it follows that there is a sequence \(\{\bar{\phi}_i\}_{i \in J}\) such that
\[\mathcal{K}\bar{\phi}_i = \bar{\lambda}_i \bar{\phi}_i, \quad 1, \ldots, \ell.\]
We set \(\mathbb{R}_0^+ = \{s \in \mathbb{R} \mid s \geq 0\}\) and \(\bar{\sigma}_i = \bar{\lambda}_i^{1/2}\). The sequence \(\{\bar{\sigma}_i, \bar{\phi}_i, \bar{\psi}_i\}_{i \in J}\) in \(\mathbb{R}_0^+ \times L^2(0, T; \mathbb{R}^\varphi) \times X\) can be interpreted as a singular value decomposition of the mapping \(\mathcal{Y} : L^2(0, T; \mathbb{R}^\varphi) \to X\) introduced in (2.25). In fact, we have
\[\mathcal{Y}\bar{\phi}_i = \bar{\sigma}_i \bar{\psi}_i, \quad \mathcal{Y}^* \bar{\psi}_i = \bar{\sigma}_i \bar{\phi}_i, \quad i \in J.\]
Since \(\bar{\sigma}_i > 0\) holds for \(1 = 1, \ldots, d\), we have \(\bar{\psi}_i = \mathcal{Y}\bar{\phi}_i / \sigma_i\) for \(i = 1, \ldots, d\).
\end{remark}

2.3. Perturbation analysis for the POD basis

The eigenvalues \(\{\bar{\lambda}_n^\ell\}_{i \in J}\) satisfying (2.5) depend on the time grid \(\{t_j\}_{j=1}^n\). In this section we investigate the sum \(\sum_{i=1}^{n} \bar{\lambda}_n^\ell\), the value of the cost in (\(\mathcal{P}_n^\ell\)) evaluated at the solution \(\{\bar{\psi}_i^n\}_{i=1}^{\ell}\) for \(n \to \infty\). Clearly, \(n \to \infty\) is equivalent with \(\Delta t = T/(n - 1) \to 0\).

In general the spectrum \(\sigma(\mathcal{T})\) of an operator \(\mathcal{T} \in \mathcal{L}(X)\) does not depend continuously on \(\mathcal{T}\). This is an essential difference to the finite dimensional case. For the compact and selfadjoint operator \(\mathcal{R}\) we have \(\sigma(\mathcal{R}) = \{\bar{\lambda}_i\}_{i \in J}\). Suppose that for \(\ell \in \mathbb{N}\) we have \(\bar{\lambda}_\ell > \bar{\lambda}_{\ell+1}\) so that we can separate the spectrum as follows: \(\sigma(\mathcal{R}) = S_\ell \cup S_\ell'\) with \(S_\ell = \{\bar{\lambda}_1, \ldots, \bar{\lambda}_\ell\}\) and \(S_\ell' = \sigma(\mathcal{R}) \setminus S_\ell\). Then, \(S_\ell \cap S_\ell' = \emptyset\). Moreover, setting \(V_\ell = \text{span}\{\bar{\psi}_1, \ldots, \bar{\psi}_\ell\}\) we have
\( X = V^{\ell} \oplus (V^{\ell})^\perp \), where the linear space \((V^{\ell})^\perp\) stands for the \(X\)-orthogonal complement of \(V^{\ell}\). Let us assume that

\[
\lim_{n \to \infty} \|R_n - R\|_{\mathcal{L}(X)} = 0 \tag{2.30}
\]

holds. Then it follows from the perturbation theory of the spectrum of linear operators [36, pp. 212-214] that the space \(V^{\ell}_n = \text{span} \{ \bar{\psi}^{n}_1, \ldots, \bar{\psi}^{n}_\ell \} \) is isomorphic to \(V^{\ell}\) if \(n\) is sufficiently large. Furthermore, the change of a finite set of eigenvalues of \(R\) is small provided \(\|R_n - R\|_{\mathcal{L}(X)}\) is sufficiently small.

Summarizing, the behavior of the spectrum is much the same as in the finite dimensional case if we can ensure (2.30). Therefore, we start this section by investigating the convergence of \(R_n - R\) in the operator norm.

Recall that the Sobolev space \(H^1(0,T;X)\) is given by

\[
H^1(0,T;X) = \{ \varphi \in L^2(0,T;X) \mid \varphi_t \in L^2(0,T;X) \},
\]

where \(\varphi_t\) denotes the weak derivative of \(\varphi\). The space \(H^1(0,T;X)\) is a Hilbert space with the inner product

\[
\langle \varphi, \phi \rangle_{H^1(0,T;X)} = \int_0^T \langle \varphi(t), \phi(t) \rangle_X + \langle \varphi(t), \phi_t(t) \rangle_X \, dt \quad \text{for} \quad \varphi, \phi \in H^1(0,T;X)
\]

and the induced norm \(\|\varphi\|_{H^1(0,T;X)} = \langle \varphi, \varphi \rangle_{H^1(0,T;X)}^{1/2}\).

Let us choose the trapezoidal weights

\[
\alpha_1^n = \frac{T}{2(n-1)}, \quad \alpha_j^n = \frac{T}{n-1} \quad \text{for} \quad 2 \leq j \leq n-1, \quad \alpha_n^n = \frac{T}{2(n-1)}. \tag{2.31}
\]

For this choice we observe that for every \(\psi \in X\) the element \(R^n \psi\) is a trapezoidal approximation for \(R \psi\). We will make use of the following lemma.

**Lemma 2.18.** Suppose that \(X\) is a (separable) real Hilbert space and that the snapshot trajectories \(y^k\) belong to \(H^1(0,T;X)\) for \(1 \leq k \leq \varphi\). Then, (2.30) holds true.

**Proof.** For an arbitrary \(\psi \in X\) with \(\|\psi\|_X = 1\) we define \(F : [0,T] \to X\) by

\[
F(t) = \sum_{k=1}^\varphi \langle y^k(t), \psi \rangle_X y^k(t) \quad \text{for} \quad t \in [0,T].
\]

It follows that

\[
R\psi = \int_0^T F(t) \, dt = \sum_{j=1}^{n-1} \int_{t_j}^{t_{j+1}} F(t) \, dt,
\]

\[
R^n \psi = \sum_{j=1}^n \alpha_j F(t_j) = \frac{\Delta t}{2} \sum_{j=1}^{n-1} (F(t_j) + F(t_{j+1})). \tag{2.32}
\]

Then, we infer from \(\|\psi\|_X = 1\) that

\[
\|F(t)\|_X^2 \leq \left( \sum_{k=1}^\varphi \|y^k(t)\|_X^2 \right)^2. \tag{2.33}
\]
Now we show that $F$ belongs to $H^1(0,T; X)$ and its norm is bounded independently of $\psi$. Recall that $y^k \in H^1(0,T; X)$ imply that $y^k \in C([0,T]; X)$ holds for $1 \leq k \leq \wp$. Using (2.33) we have

$$\|F\|_{L^2(0,T; X)}^2 \leq \int_0^T \left( \sum_{k=1}^{\wp} \|y^k\|_{C([0,T]; X)}^2 \right) dt \leq C_1$$

with $C_1 = T(\sum_{k=1}^{\wp} \|y^k\|_{C([0,T]; X)}^2)^{1/2}$. Moreover, $F \in H^1(0,T; X)$ with

$$F_t(t) = \sum_{k=1}^{\wp} \langle y^k_t(t), \psi \rangle_X y^k(t) + \langle y^k(t), \psi \rangle_X y^k(t) \text{ f.a.a. } t \in [0,T],$$

where ‘f.a.a.’ stands for ‘for almost all’. Thus, we derive

$$\|F_t\|_{L^2(0,T; X)}^2 \leq 4 \int_0^T \left( \sum_{k=1}^{\wp} \|y^k(t)\|_X \|y^k(t)\|_X \right)^2 dt \leq C_2$$

with $C_2 = 4 \sum_{k=1}^{\wp} \|y^k\|_{C([0,T]; X)}^2 \sum_{l=1}^{\wp} \|y^l_t\|_{L^2(0,T; X)}^2 < \infty$. Consequently,

$$\|F\|_{H^1(0,T; X)} = \left( \int_0^T \|F(t)\|_X^2 + \|F_t(t)\|_X^2 dt \right)^{1/2} \leq C_3$$

(2.34)

with the constant $C_3 = (C_1 + C_2)^{1/2}$, which is independent of $\psi$. To evaluate $\mathcal{R}^n \psi$ we notice that

$$\int_{t_j}^{t_{j+1}} F(t) \, dt = \frac{1}{2} \int_{t_j}^{t_{j+1}} \left( F(t_j) + \int_{t_j}^{t} F_t(s) \, ds \right) dt$$

$$+ \frac{1}{2} \int_{t_j}^{t_{j+1}} \left( F(t_{j+1}) + \int_{t_{j+1}}^{t} F_t(s) \, ds \right) dt$$

$$= \frac{\Delta t}{2} (F(t_j) + F(t_{j+1}))$$

$$+ \frac{1}{2} \int_{t_j}^{t_{j+1}} \left( \int_{t_j}^{t} F_t(s) \, ds + \int_{t_{j+1}}^{t} F_t(s) \, ds \right) dt.$$ 

(2.35)

Utilizing (2.32) and (2.35) we obtain

$$\left\| \mathcal{R}^n \psi - \mathcal{R} \psi \right\|_X = \left\| \sum_{j=1}^{n-1} \left( \frac{\Delta t}{2} (F(t_j) + F(t_{j+1})) - \int_{t_j}^{t_{j+1}} F(t) \, dt \right) \right\|_X$$

$$\leq \frac{1}{2} \sum_{j=1}^{n-1} \left\| \int_{t_j}^{t_{j+1}} \int_{t_j}^{t} F_t(s) \, ds \right\|_X + \frac{1}{2} \sum_{j=1}^{n-1} \left\| \int_{t_j}^{t_{j+1}} \int_{t_{j+1}}^{t} F_t(s) \, ds \right\|_X.$$
From the Cauchy-Schwarz inequality [61, p. 38] we deduce that
\[
\sum_{j=1}^{n-1} \left\| \int_{t_j}^{t_{j+1}} \int_{t_j}^{t} F_t(s) \, ds \, dt \right\|_X \leq \sum_{j=1}^{n-1} \int_{t_j}^{t_{j+1}} \left\| F_t(s) \right\|^2_X \, dt \leq \sqrt{\Delta t} \sum_{j=1}^{n-1} \left( \int_{t_j}^{t_{j+1}} \left( \int_{t_j}^{t} \| F_t(s) \|_X \, ds \right)^2 \, dt \right)^{1/2},
\]
(2.36)
Analogously, we derive
\[
\sum_{j=1}^{n-1} \left\| \int_{t_j}^{t_{j+1}} \int_{t_j}^{t} F_t(s) \, ds \, dt \right\|_X \leq T \sqrt{\Delta t} \left\| F \right\|_{H^1(0,T;X)}.
\]
(2.37)
From (2.34), (2.36) and (2.37) it follows that
\[
\| R^n \psi - R \psi \|_X \leq \frac{C_4}{\sqrt{n}},
\]
where \( C_4 = C_3 T^{3/2} \) is independent of \( n \) and \( \psi \). Consequently,
\[
\| R^n - R \|_{L(X)} = \sup_{\| \phi \|_X = 1} \| R^n \phi - R \phi \|_X \overset{n \rightarrow \infty}{\longrightarrow} 0
\]
which gives the claim. \( \Box \)

Now we follow [40, Section 3.2]. We suppose that \( y^k \in H^1(0,T;X) \) for \( 1 \leq k \leq \varphi \). Thus \( y^k \in C([0,T];X) \) holds, which implies that
\[
\sum_{k=1}^{\varphi} \sum_{j=1}^{n} \alpha_j^n \| y^k(t_j) \|_X^2 \rightarrow \sum_{k=1}^{\varphi} \int_0^T \| y^k(t) \|_X^2 \, dt \quad \text{as} \quad n \rightarrow \infty.
\]
(2.38)
Combining (2.38) with (2.8) and (2.29) we find
\[
\sum_{i=1}^{d} \bar{\lambda}_i^n \rightarrow \sum_{i=1}^{d} \bar{\lambda}_i \quad \text{as} \quad n \rightarrow \infty.
\]
(2.39)
Now choose and fix
\[
\ell \quad \text{such that} \quad \bar{\lambda}_\ell \neq \bar{\lambda}_{\ell+1}.
\]
(2.40)
Then, by spectral analysis of compact operators and Lemma 2.18 it follows that
\[
\bar{\lambda}_i^n \rightarrow \bar{\lambda}_i \quad \text{for} \quad 1 \leq i \leq \ell \quad \text{as} \quad n \rightarrow \infty.
\]
(2.41)
Combining (2.39) and (2.41) we derive
\[
\sum_{i=\ell+1}^{d} \bar{\lambda}_i^n \rightarrow \sum_{i=\ell+1}^{d} \bar{\lambda}_i \quad \text{as} \quad n \rightarrow \infty.
\]
Especially, if \( \lambda_1 > \lambda_2 > \cdots > \lambda_\ell \) is satisfied, we conclude from (2.40) and Lemma 2.18 that \( \lim_{n \to \infty} \| \bar{\psi}_n^i - \bar{\psi}_i \|_X = 0 \) for \( i = 1, \ldots, \ell \). Summarizing the following theorem has been shown.

**Theorem 2.19.** Let \( X \) be a separable real Hilbert space, the weighting parameters \( \{ \alpha_j^n \}_{j=1}^n \) be given by (2.31) and \( y^k \in H^1(0,T;X) \) for \( 1 \leq k \leq \wp \). Let \( \{(\bar{\psi}_n^i, \bar{\lambda}_n^i)\}_{i \in I} \) and \( \{(\bar{\psi}_i, \bar{\lambda}_i)\}_{i \in I} \) be eigenvector-eigenvalue pairs satisfying (2.5) and (2.26), respectively. Suppose that \( \ell \in \mathbb{N} \) is fixed such that (2.40) holds. Then we have

\[
\lim_{n \to \infty} |\bar{\lambda}_n^i - \bar{\lambda}_i| = 0 \quad \text{for } 1 \leq i \leq \ell,
\]

and

\[
\lim_{n \to \infty} \sum_{i=\ell+1}^d \bar{\lambda}_n^i = \sum_{i=\ell+1}^d \bar{\lambda}_i.
\]

In particular, if \( \lambda_1 > \lambda_2 > \cdots > \lambda_\ell \) holds, then we even have

\[
\lim_{n \to \infty} \| \bar{\psi}_n^i - \bar{\psi}_i \|_X = 0 \quad \text{for } 1 \leq i \leq \ell.
\]

**Remark 2.20.** Theorem 2.19 gives an answer to the two questions posed at the beginning of Section 2.2: The time instances \( \{t_j\}_{j=1}^n \) and the associated positive weights \( \{\alpha_j^n\}_{j=1}^n \) should be chosen such that \( R^n \) is a quadrature approximation of \( R \) and \( \| R^n - R \|_{L(X)} \) is small (for reasonable \( n \)). A different strategy is applied in [43], where the time instances \( \{t_j\}_{j=1}^n \) are chosen by an optimization approach. Clearly, other choices for the weights \( \{\alpha_j^n\}_{j=1}^n \) are also possible provided (2.30) is guaranteed. For instance, we can choose the Simpson weights.

\[ \diamond \]

### 3. Reduced-order modelling for evolution problems

In this section we utilize the POD method to derive low-dimensional models for evolution problems. For that purpose the POD basis of rank \( \ell \) serves as test and ansatz functions in a POD Galerkin approximation. The a-priori error of the POD Galerkin scheme is investigated. It turns out that the resulting error bounds depend on the number of POD basis functions. Let us refer, e.g., to [20, 22, 30, 39, 40, 41, 63] and [33], where POD Galerkin schemes for parabolic equations and elliptic equations are studied. Moreover, we would like to mention the recent papers [9] and [67], where improved rates of convergence results are derived.

#### 3.1. The abstract evolution problem

In this subsection we introduce our abstract evolution problem which will be under consideration in Sections 3 and 4. Let \( V \) and \( H \) be real, separable Hilbert spaces and suppose that \( V \) is dense in \( H \) with compact embedding. By \( \langle \cdot, \cdot \rangle_H \) and \( \langle \cdot, \cdot \rangle_V \) we denote the inner products in \( H \) and \( V \), respectively.
Let $T > 0$ the final time. For $t \in [0, T]$ we define a time-dependent symmetric bilinear form $a(t; \cdot, \cdot) : V \times V \to \mathbb{R}$ satisfying

\begin{align}
|a(t; \varphi, \psi)| &\leq \gamma \|\varphi\|_V \|\psi\|_V &\forall \varphi \in V \text{ a.e. in } [0, T], \\
\forall \varphi \in V \text{ a.e. in } [0, T] &\quad (3.1a) \\
a(t; \varphi, \varphi) &\geq \gamma_1 \|\varphi\|_V^2 - \gamma_2 \|\varphi\|_H^2 &\forall \varphi \in V \text{ a.e. in } [0, T] &\quad (3.1b)
\end{align}

for constants $\gamma, \gamma_1 > 0$ and $\gamma_2 \geq 0$ which do not depend on $t$. In (3.1), the abbreviation “a.e.” stands for “almost everywhere”. By identifying $H$ with its dual $H'$ it follows that $V \hookrightarrow H = H' \hookrightarrow V'$ each embedding being continuous and dense. Here, $V'$ denotes the dual space of $V$. Recall that the function space (see [10, pp. 472-479] and [71, pp. 146-148], for instance)

$$W(0, T) = \{ \varphi \in L^2(0, T; V) \mid \varphi_t \in L^2(0, T; V') \}$$

is a Hilbert space endowed with the inner product

$$\langle \varphi, \phi \rangle_{W(0,T)} = \int_0^T \langle \varphi(t), \phi(t) \rangle_V + \langle \varphi_t(t), \phi_t(t) \rangle_V \, dt \text{ for } \varphi, \phi \in W(0, T)$$

and the induced norm $\|\varphi\|_{W(0,T)} = \langle \varphi, \varphi \rangle_{W(0,T)}^{1/2}$. Furthermore, $W(0, T)$ is continuously embedded into the space $C([0, T]; H)$. Hence, $\varphi(0)$ and $\varphi(T)$ are meaningful in $H$ for an element $\varphi \in W(0, T)$. The integration by parts formula reads

$$\int_0^T \langle \varphi_t(t), \phi(t) \rangle_{V', V} \, dt + \int_0^T \langle \phi_t(t), \varphi(t) \rangle_{V', V} \, dt = \frac{d}{dt} \int_0^T \langle \varphi(t), \psi(t) \rangle_H \, dt$$

$$= \varphi(T) \phi(T) - \varphi(0) \phi(0)$$

for $\varphi, \phi \in W(0, T)$, where $\langle \cdot, \cdot \rangle_{V', V}$ stands for the dual pairing between $V$ and its dual space $V'$. Moreover, we have the formula

$$\langle \varphi_t(t), \phi \rangle_{V', V} = \frac{d}{dt} \langle \varphi(t), \phi \rangle_H \text{ for } (\varphi, \phi) \in W(0, T) \times V \text{ and f.a.a. } t \in [0, T].$$

Since we will consider optimal control problems in Section 4, we already introduce the evolution problem with an input term. We suppose that for $N_u \in \mathbb{N}$ the input space $U = L^2(0, T; \mathbb{R}^{N_u})$ is chosen. In particular, we identify $U$ with its dual space $U'$. For $u \in U$, $y_0 \in H$ and $f \in L^2(0, T; V')$ we consider the linear evolution problem

$$\frac{d}{dt} \langle y(t), \varphi \rangle_H + a(t; y(t), \varphi) = \langle (f + \mathcal{B} u)(t), \varphi \rangle_{V', V}$$

$$\forall \varphi \in V \text{ a.e. in } (0, T], \quad (3.2)$$

$$\langle y(0), \varphi \rangle_H = \langle y_0, \varphi \rangle_H$$

$$\forall \varphi \in H,$$

where $\mathcal{B} : U \to L^2(0, T; V')$ is a continuous, linear (control or input) operator.

**Remark 3.1.** Notice that the techniques presented in this work can be adapted for problems, where the input space $U$ is given by $L^2(0, T; L^2(\mathcal{D}))$ for some open and bounded domain $\mathcal{D} \subset \mathbb{R}^{\tilde{N}_u}$ for an $\tilde{N}_u \in \mathbb{N}$.  \[\diamond\]
Theorem 3.2. For $t \in [0, T]$ let $a(t; \cdot, \cdot) : V \times V \to \mathbb{R}$ be a time-dependent symmetric bilinear form satisfying (3.1). Then, for every $u \in U$, $f \in L^2(0, T; V')$ and $y_0 \in H$ there is a unique weak solution $y \in W(0, T)$ satisfying (3.2) and
\[
\|y\|_{W(0, T)} \leq C \left( \|y_0\|_H + \|f\|_{L^2(0, T; V')} + \|u\|_U \right) \tag{3.3}
\]
for a constant $C > 0$ which is independent of $u$, $y_0$ and $f$. If $f \in L^2(0, T; H)$, $a(t; \cdot, \cdot) = a(\cdot, \cdot)$ (independent of $t$) and $y_0 \in V$ hold, we even have $y \in L^\infty(0, T; V) \cap H^1(0, T; H)$. Here, $L^\infty(0, T; V)$ stands for the Banach space of all measurable functions $\varphi : [0, T] \to V$ with $\text{esssup}_{t \in [0, T]} \|\varphi(t)\|_V < \infty$ (see [71, p. 143], for instance).

Proof. For a proof of the existence of a unique solution we refer to [10, pp. 512-520]. The a-priori error estimate follows from standard variational techniques and energy estimates. The regularity result follows from [10, pp. 532-533] and [17, pp. 360-364].

Remark 3.3. We split the solution to (3.2) in one part, which depends on the fixed initial condition $y_0$ and right-hand $f$, and another part depending linearly on the input variable $u$. Let $\hat{y} \in W(0, T)$ be the unique solution to
\[
\frac{d}{dt} \langle \hat{y}(t), \varphi \rangle_H + a(t; \hat{y}(t), \varphi) = \langle f(t), \varphi \rangle_{V', V} \quad \forall \varphi \in V \text{ a.e. in } (0, T),
\]
\[
\hat{y}(0) = y_0 \quad \text{in } H.
\]
We define the subspace
\[
W_0(0, T) = \{ \varphi \in W(0, T) \mid \varphi(0) = 0 \text{ in } H \}
\]
endowed with the topology of $W(0, T)$. Let us now introduce the linear solution operator $S : U \to W_0(0, T)$: for $u \in U$ the function $y = Su \in W_0(0, T)$ is the unique solution to
\[
\frac{d}{dt} \langle y(t), \varphi \rangle_H + a(t; y(t), \varphi) = \langle (Bu)(t), \varphi \rangle_{V', V} \quad \forall \varphi \in V \text{ a.e. in } (0, T).
\]
From $y \in W_0(0, T)$ we infer $y(t_0) = 0$ in $H$. The boundedness of $S$ follows from (3.3). Now, the solution to (3.2) can be expressed as $y = \hat{y} + Su$. \hfill \Box

3.2. The POD method for the evolution problem

Let $u \in U$, $f \in L^2(0, T; V')$ and $y_0 \in H$ be given and $y = \hat{y} + Su$. To keep the notation simple we apply only a spatial discretization with POD basis functions, but no time integration by, e.g., the implicit Euler method. Therefore, we utilize the continuous version of the POD method introduced in Section 2.2. In this section we distinguish two choices for $X$: $X = H$ and $X = V$. It turns out that the choice for $X$ leads to different rate of convergence results. We suppose that the snapshots $y^k$, $k = 1, \ldots, \varphi$, belong to $L^2(0, T; V)$. Later, we will present different rate of convergence results for
appropriate choices of the $y^k$'s. Let us introduce the following notations:

$$\mathcal{R}_V \psi = \sum_{k=1}^{\wp} \int_0^T \langle \psi, y^k(t) \rangle_V y^k(t) \, dt \quad \text{for } \psi \in V,$$

$$\mathcal{R}_H \psi = \sum_{k=1}^{\wp} \int_0^T \langle \psi, y^k(t) \rangle_H y^k(t) \, dt \quad \text{for } \psi \in H. \quad (3.4)$$

Moreover, we set $K_V = \mathcal{R}_V^*$ and $K_H = \mathcal{R}_H^*$. In Remark 2.17 we have introduced the singular value decomposition of the operator $\mathcal{V}$ defined by (2.25).

To distinguish the two choices for the Hilbert space $X$ we denote by the sequence $\{(\sigma^V_i, \psi^V_i, \phi^V_i)\}_{i \in J} \subset \mathbb{R}_0^+ \times V \times L^2(0, T; \mathbb{R}^\wp)$ of triples the singular value decomposition for $X = V$, i.e., we have that

$$\mathcal{R}_V \psi^V_i = \lambda^V_i \psi^V_i, \quad K_V \phi^V_i = \lambda^V_i \phi^V_i, \quad \sigma^V_i = \sqrt{\lambda^V_i}, \quad i \in J.$$

Furthermore, let the sequence $\{(\sigma^H_i, \psi^H_i, \phi^H_i)\}_{i \in J} \subset \mathbb{R}_0^+ \times H \times L^2(0, T; \mathbb{R}^\wp)$ in satisfy

$$\mathcal{R}_H \psi^H_i = \lambda^H_i \psi^H_i, \quad K_H \phi^H_i = \lambda^H_i \phi^H_i, \quad \sigma^H_i = \sqrt{\lambda^H_i}, \quad i \in J. \quad (3.5)$$

The relationship between the singular values $\sigma^H_i$ and $\sigma^V_i$ is investigated in the next lemma, which is taken from [67].

**Lemma 3.4.** Suppose that the snapshots $y^k \in L^2(0, T; V)$, $k = 1, \ldots, \wp$. Then we have:

1) For all $i \in J$ with $\sigma^V_i > 0$ we have $\psi^H_i \in V$.
2) $\sigma^V_i = 0$ for all $i > d$ with some $d \in \mathbb{N}$ if and only if $\sigma^H_i = 0$ for all $i > d$, i.e., we have $d_H = d_V$ if the rank of $\mathcal{R}_V$ is finite.
3) $\sigma^V_i > 0$ for all $i \in J$ if and only if $\sigma^H_i > 0$ for all $i \in J$.

**Proof.** We argue similarly as in the proof of Lemma 3.1 in [67].

1) Let $\sigma^H_i > 0$ hold. Then, it follows that $\lambda^H_i > 0$. We infer from $y^k \in L^2(0, T; V)$ that $\mathcal{R}_H \psi \in V$ for any $\psi \in H$. Hence, we infer from (3.5) and that $\psi^H_i = \mathcal{R}_H \psi^H_i / \lambda^H_i \in V$.

2) Assume that $\sigma^V_i = 0$ for all $i > d$ with some $d \in \mathbb{N}$. Then, we deduce from (2.27) that

$$y^k(t) = \sum_{i=1}^{d} \langle y^k(t), \psi^V_i \rangle_V \psi^V_i \quad \text{for every } k = 1, \ldots, \wp. \quad (3.6)$$

From

$$\mathcal{R}_H \psi^H_j = \sum_{k=1}^{\wp} \int_0^T \langle \psi^H_j, y^k(t) \rangle_H y^k(t) \, dt$$

$$= \sum_{i=1}^{d} \left( \sum_{k=1}^{\wp} \int_0^T \langle \psi^H_j, y^k(t) \rangle_H \langle y^k(t), \psi^V_i \rangle_V \, dt \right) \psi^V_i, \quad j \in J,$$
we conclude that that the range of $\mathcal{R}_H$ is at most $d$, which implies that $\lambda_i^H = 0$ for all $i > d$. Analogously, we deduce from $\sigma_i^H = 0$ for all $i > d$ that the range of $\mathcal{R}_V$ is at most $d$.

3) The claim follows directly from part 2).

Let us define the two POD subspaces

$$V^\ell = \operatorname{span} \{ \psi_1^V, \ldots, \psi_{\ell}^V \} \subset V, \quad H^\ell = \operatorname{span} \{ \psi_1^H, \ldots, \psi_{\ell}^H \} \subset V \subset H,$$

where $H^\ell \subset V$ follows from part 1) of Lemma 3.4. Moreover, we introduce the orthogonal projection operators $\mathcal{P}_H^\ell : V \to H^\ell \subset V$ and $\mathcal{P}_V^\ell : V \to V^\ell \subset V$ as follows:

\[
\begin{align*}
v^\ell &= \mathcal{P}_H^\ell \varphi \text{ for any } \varphi \in V \text{ iff } v^\ell \text{ solves } \min_{w^\ell \in H^\ell} \| \varphi - w^\ell \|_V, \\
v^\ell &= \mathcal{P}_V^\ell \varphi \text{ for any } \varphi \in V \text{ iff } v^\ell \text{ solves } \min_{w^\ell \in V^\ell} \| \varphi - w^\ell \|_V.
\end{align*}
\]  

(3.7)

It follows from the first-order optimality conditions that $v^\ell = \mathcal{P}_H^\ell \varphi$ satisfies

\[
\langle v^\ell, \psi_i^H \rangle_V = \langle \varphi, \psi_i^H \rangle_V, \quad 1 \leq i \leq \ell.
\]

(3.8)

Writing $v^\ell \in H^\ell$ in the form $v^\ell = \sum_{j=1}^{\ell} v_j^\ell \psi_j^H$ we derive from (3.8) that the vector $v^\ell = (v_1^\ell, \ldots, v_{\ell}^\ell)^\top \in \mathbb{R}^\ell$ satisfies the linear system

\[
\sum_{j=1}^{\ell} \langle \psi_j^H, \psi_i^H \rangle_V v_j^\ell = \langle \varphi, \psi_i^H \rangle_V, \quad 1 \leq i \leq \ell.
\]

For the operator $\mathcal{P}_V^\ell$ we have the explicit representation

$$\mathcal{P}_V^\ell \varphi = \sum_{i=1}^{\ell} \langle \varphi, \psi_i^V \rangle_V \psi_i^V$$

for $\varphi \in V$.

Since the linear operators $\mathcal{P}_V^\ell$ and $\mathcal{P}_H^\ell$ are orthogonal projections, we have $\| \mathcal{P}_V^\ell \|_{L(V)} = \| \mathcal{P}_H^\ell \|_{L(V)} = 1$. As $\{ \psi_i^V \}_{i \in \mathbb{N}}$ is a complete orthonormal basis in $V$, we have

\[
\lim_{\ell \to \infty} \int_0^T \| w(t) - \mathcal{P}_V^\ell w(t) \|_V^2 \, dt = 0 \quad \text{for all } w \in L^2(0,T;V).
\]

(3.9)

Next we review an essential result from [67, Theorem 5.2], which we will use in our a-priori error analysis for the choice $X = H$. Recall that $\psi_i^H \in V$ holds for $1 \leq i \leq d$ and the image of $\mathcal{P}_H^\ell$ belongs to $V$. Consequently, $\| \psi_i^H - \mathcal{P}_H^\ell \psi_i^H \|_V$ is well-defined for $1 \leq i \leq d$.

**Theorem 3.5.** Suppose that $y^k \in L^2(0,T;V)$ for $1 \leq k \leq \varphi$. Then,

\[
\sum_{k=1}^{\varphi} \int_0^T \| y^k(t) - \mathcal{P}_H^\ell y^k(t) \|_V^2 \, dt = \sum_{i=\ell+1}^{d_H} \lambda_i^H \| \psi_i^H - \mathcal{P}_H^\ell \psi_i^H \|_V^2.
\]

Here, $d_H$ is the rank of the operator $\mathcal{R}_H$, which may be infinite. Moreover, $\mathcal{P}_H^\ell y^k$ converges to $y^k$ in $L^2(0,T;V)$ as $\ell$ tends to $\infty$ for each $k \in \{1, \ldots, \varphi\}$. 

\[\square\]
Proof. We sketch the proof. For more details we refer the reader to 
[67]. Suppose that \(1 \leq \ell \leq d_H\) and \(1 \leq \ell_0 < \infty\) hold. 
Then, \(\lambda_i^H > 0\) for \(1 \leq i \leq \ell\). Let \(I_V : V \to V\) denote the identity operator. As 
\(I_V - \mathcal{P}_H^\ell\) is an orthonormal projection on \(V\), we conclude 
\(\|I - \mathcal{P}_H^\ell\|_{\mathcal{L}(V)} = 1\). Furthermore, \(y^k \in L^2(0, T; V)\) holds for 
each \(k \in \{1, \ldots, \varphi\}\). Thus, (3.9) implies that 
\(\mathcal{P}_V^\ell y^k \to y^k\) in \(L^2(0, T; V)\) as \(\ell_0 \to \infty\) for each \(k\). Hence, we obtain 
\[
\sum_{k=1}^\varphi \int_0^T \left\| (I - \mathcal{P}_H^\ell)(y^k - \mathcal{P}_V^\ell y^k(t)) \right\|^2_V \, dt 
\leq \sum_{k=1}^\varphi \int_0^T \left\| y^k(t) - \mathcal{P}_V^\ell y^k(t) \right\|^2_V \, dt 
= \sum_{i=\ell_0+1}^{d_V} \lambda_i^V \to 0 \text{ as } \ell_0 \to \infty,
\]
where, \(d_V\) is the rank of the operator \(R_V\), which may be infinite. This implies, 
that \((I - \mathcal{P}_H^\ell)\mathcal{P}_V^\ell y^k\) converges to \((I - \mathcal{P}_H^\ell)y^k\) in \(L^2(0, T; V)\) as \(\ell_0 \to \infty\) 
for each \(k\). Hence, 
\[
\sum_{k=1}^\varphi \int_0^T \left\| y^k(t) - \mathcal{P}_H^\ell y^k(t) \right\|^2_V \, dt 
= \lim_{\ell_0 \to \infty} \sum_{k=1}^\varphi \int_0^T \left\| (I - \mathcal{P}_H^\ell)\mathcal{P}_V^\ell y^k(t) \right\|^2_V \, dt. \tag{3.10}
\]
Now, we apply the following result [67, Lemma 5.1]: 
\[
\sum_{k=1}^\varphi \int_0^T \left\| (I - \mathcal{P}_H^\ell)\mathcal{P}_V^\ell y^k(t) \right\|^2_V \, dt 
= \sum_{i=1}^{\ell_0} \lambda_i^V \left\| \psi_i^V - \mathcal{P}_H^\ell \psi_i^V \right\|^2_V. \tag{3.11}
\]
Combining (3.10) and (3.11) we get the error formula: 
\[
\sum_{k=1}^\varphi \int_0^T \left\| y^k(t) - \mathcal{P}_H^\ell y^k(t) \right\|^2_V \, dt 
= \lim_{\ell_0 \to \infty} \sum_{i=1}^{\ell_0} \lambda_i^V \left\| \psi_i^V - \mathcal{P}_H^\ell \psi_i^V \right\|^2_V. \tag{3.12}
\]
From \(\|I - \mathcal{P}_H^\ell\|_{\mathcal{L}(V)} = 1, \|\psi_i^V\|_V = 1\) for all \(i \in J\) and \(\sum_{i \in J} \lambda_i < \infty\) we infer 
that sum on the right-hand side in (3.12) is finite. Now, the claim follows by 
arguments from the Hilbert-Schmidt theory. \(\square\)

We will also need the following result, which follows from the continuous 
embedding \(V \hookrightarrow H\). For a proof we refer to [67, Proposition 5.5].

Lemma 3.6. Let \(y^k \in L^2(0, T; V)\) for each \(k \in \{1, \ldots, \varphi\}\) and \(\lambda_i^H > 0\) for all 
i \in J. Then, 
\[
\lim_{\ell \to \infty} \| \varphi - \mathcal{P}_H^\ell \varphi \|_V = 0 \quad \text{for all } \varphi \in V.
\]
3.3. The POD Galerkin approximation

After the computation of a POD basis of rank $\ell$ we are interested in deriving a low-dimensional approximation for the evolution problem (3.2). In the context of Section 2.2 we choose $\varphi = 1$, $y^1 = \mathcal{S}u$ and compute a POD basis $\{\psi_i\}_{i=1}^\ell$ of rank $\ell$ by solving $(\mathbf{P}^\ell)$ with $\psi_i = \psi_i^V$ for $X = V$ and $\psi_i = \psi_i^H$ for $X = H$. Then, we define the subspace $X^\ell = \text{span} \{\psi_1, \ldots, \psi_\ell\}$, i.e., $X^\ell = V^\ell$ for $X = V$ and $X^\ell = H^\ell$ for $X = H$. Now we approximate the state variable $y$ by the Galerkin expansion

$$y^\ell(t) = \hat{y}(t) + \sum_{i=1}^\ell y^\ell_i(t)\psi_i \in V \text{ a.e. in } [0,T]$$

(3.13)

with coefficient functions $y^\ell_i : [0,T] \to \mathbb{R}$. We introduce the vector-valued coefficient function

$$y^\ell = (y_1^\ell, \ldots, y_\ell^\ell) : [0,T] \to \mathbb{R}^\ell.$$

Since $\hat{y}(0) = y_0$ holds, we suppose that $y^\ell(0) = 0$. Then, $y^\ell(0) = y_0$ is valid, i.e., the POD state matches exactly the initial condition. Inserting (3.13) into (3.2) and using the test space in $V^\ell$ for $1 \leq i \leq \ell$ we obtain the following POD Galerkin scheme for (3.2): $y^\ell \in W(0,T)$ solves

$$\begin{align*}
\frac{d}{dt} \langle y^\ell(t), \psi \rangle_H + a(t; y^\ell(t), \psi) &= \langle (f + Bu)(t), \psi \rangle_{V',V} \quad \forall \psi \in X^\ell \text{ a.e.,} \\
y^\ell(0) &= 0.
\end{align*}$$

(3.14)

We call (3.14) a low dimensional or reduced-order model for (3.2).

**Proposition 3.7.** Let all assumptions of Theorem 3.2 be satisfied and the POD basis of rank $\ell$ be computed as described at the beginning of Section 3.1. Then, there exists a unique solution $y^\ell \in H^1(0,T;V) \hookrightarrow W(0,T)$ solving (3.14).

**Proof.** Choosing $\psi = \psi_i$, $1 \leq i \leq \ell$, and applying (3.13) we infer from (3.14) that the coefficient vector $y^\ell$ satisfies

$$M^\ell \dot{y}^\ell(t) + A^\ell(t)y(t) = \hat{F}^\ell(t) \text{ a.e. in } [0,T], \quad y^\ell(0) = 0,$$

(3.15)

where we have set

$$\begin{align*}
M^\ell &= \left(\langle \psi_i, \psi_j \rangle_H\right) \in \mathbb{R}^{\ell \times \ell}, \quad A^\ell(t) = \left(\langle a(t; \psi_i, \psi_j)\rangle\right) \in \mathbb{R}^{\ell \times \ell}, \\
\hat{F}^\ell(t) &= \left(\langle (f + Bu)(t) - \hat{y}_t(t), \psi_i \rangle_{V',V} - a(t; \hat{y}_t(t), \psi_i)\right) \in \mathbb{R}^\ell.
\end{align*}$$

(3.16)

with $\psi_i = \psi_i^V$ for $X = V$ and $\psi_i = \psi_i^H$ for $X = H$. Since (3.15) is a linear ordinary differential equation system the existence of a unique $y^\ell \in H^1(0,T;\mathbb{R}^\ell)$ follows by standard arguments. \qed

**Remark 3.8.** 1) Suppose $\hat{y} \neq 0$. In contrast to [29, 72], for instance, the POD approximation does admit values $y^\ell(t)$ in $X^\ell$, but $(y^\ell - \hat{y})(t) \in X^\ell$ holds. The benefit of this approach is that $y^\ell(0) = y_0$ and not $y^\ell(0) = \mathcal{P}_Hy_0$ or $y^\ell(0) = \mathcal{P}_Vy_0$. This improves the approximation quality of the POD basis which is illustrated in our numerical tests.
2) We proceed analogously to Remark 3.3 and introduce the linear and bounded solution operator $S^\ell : U \to W_0(0,T)$: for $u \in U$ the function $w^\ell = S^\ell u \in W(0,T)$ satisfies $w^\ell(0) = 0$ and
\[
\frac{d}{dt} \langle w^\ell(t), \psi \rangle_H + a(t; w^\ell(t), \psi) = \langle (Bu)(t), \psi \rangle_{V',V} \quad \forall \psi \in X^\ell \text{ a.e.}
\]
Then, the solution to (3.14) is given by $y^\ell = \hat{y} + S^\ell u$. Analogous to the proof of (3.3) we derive that there exists a positive constant $C_2$ which does not depend on $\ell$ or $u$ so that
\[
\|S^\ell u\|_{W(0,T)} \leq C \|u\|_U.
\]
Thus, $S^\ell$ is bounded uniformly with respect to $\ell$.

To investigate the convergence of the error $y - y^\ell$ we make use of the following two inequalities:

1) **Gronwall’s inequality**: For $T > 0$ let $v : [0,T] \to \mathbb{R}$ be a nonnegative, differentiable function satisfying
\[
v'(t) \leq \varphi(t)v(t) + \chi(t) \quad \text{for all } t \in [0,T],
\]
where $\varphi$ and $\chi$ are real-valued, nonnegative, integrable functions on $[0,T]$. Then
\[
v(t) \leq \exp \left( \int_0^t \varphi(s) \, ds \right) \left( v(0) + \int_0^t \chi(s) \, ds \right) \quad \text{for all } t \in [0,T]. \tag{3.17}
\]
In particular, if $v' \leq \varphi v$ in $[0,T]$ and $v(0) = 0$ hold, then $v = 0$ in $[0,T]$.

2) **Young’s inequality**: For every $a,b \in \mathbb{R}$ and for every $\varepsilon > 0$ we have
\[
ab \leq \frac{\varepsilon a^2}{2} + \frac{b^2}{2\varepsilon}.
\]

**Theorem 3.9.** Let $u \in U$ be chosen arbitrarily so that $Su \neq 0$.

1) To compute a POD basis $\{\psi_i\}_{i=1}^\ell$ of rank $\ell$ we choose $\varphi = 1$ and $y^1 = Su$. Then, $y = \hat{y} + Su$ and $y^\ell = \hat{y} + S^\ell u$ satisfies the $a$-priori error estimate
\[
\|y^\ell - y\|_{W(0,T)}^2 \leq \begin{cases}
2 \sum_{i=\ell+1}^{\ell+k} \lambda^V_i \|y^1_i - \mathcal{P}^\ell V y^1_i\|_{L^2(0,T;V')}^2 & \text{if } X = V, \\
2 \sum_{i=\ell+1}^{\ell+k} \lambda^H_i \|\psi^1_i - \mathcal{P}^\ell H \psi^1_i\|_V^2 & \text{if } X = H,
\end{cases} \tag{3.18}
\]
where the constant $C_1$ depends on the terminal time $T$ and the constants $\gamma, \gamma_1, \gamma_2$ introduced in (3.1).
2) Suppose that $Su ∈ H^1(0, T; V)$ holds true. If we set $φ = 2$ and compute a POD basis of rank $ℓ$ using the trajectories $y^1 = Su$ and $y^2 = (Su)_t$, it follows that

$$\|y'^{ℓ} - y\|^2_{W(0,T)} \leq \begin{cases} C_2 \sum_{i=ℓ+1}^{d_V} λ_i^V & \text{for } X = V, \\ C_2 \sum_{i=ℓ+1}^{d_H} λ_i^H \|ψ_i^H - \mathcal{P}_H^ℓψ_i^H\|^2_V & \text{for } X = H, \end{cases}$$

(3.19)

for a constant $C_2$ which depends on $γ, γ_1, γ_2,$ and $T$.

3) If $S\tilde{u}$ belongs to $H^1(0, T; V)$ for every $\tilde{u} ∈ U$ and if $λ_i^H > 0$ for all $i ∈ I$, then we have

$$\lim_{ℓ → ∞} \|S - S^ℓ\|_{L(U, W(0, T))} = 0.$$  

(3.20)

Proof.  1) For almost all $t ∈ [0, T]$ we make use of the decomposition

$$y'^{ℓ}(t) - y(t) = \hat{y}(t) + (S'^{ℓ}u)(t) - \hat{y}(t) - (Su)(t)$$

$$= (S'^{ℓ}u)(t) - \mathcal{P}_V^ℓ((Su)(t)) + \mathcal{P}_H^ℓ((Su)(t)) - (Su)(t)$$

$$= \hat{y}(t) + \hat{ψ}(t),$$

where $\mathcal{P}_V^ℓ$ for $X = V$, $\mathcal{P}_H^ℓ$ for $X = H$, $\hat{ψ}(t) = (S'^{ℓ}u)(t) - \mathcal{P}_V^ℓ((Su)(t)) ∈ X'$ and $\hat{ψ}(t) = \mathcal{P}_H^ℓ((Su)(t)) - (Su)(t)$. From $y^1(t) = (Su)(t)$ and (2.27) we infer that

$$\|\hat{ψ}\|^2_{W(0,T)} = \|y^1 - \mathcal{P}_V^ℓy^1(t)\|^2_{L^2(0,T; V)} + \|y^1 - \mathcal{P}_V^ℓy^1(t)\|^2_{L^2(0,T; V')}$$

$$= \sum_{i=ℓ+1}^{d_V} λ_i + \|y^1 - \mathcal{P}_V^ℓy^1(t)\|^2_{L^2(0,T; V')}$$

(3.22)

in case of $X = V$, where $d_V$ stands for rank of $R_V$. For the choice $X = H$ we derive from Theorem 3.5 that

$$\|\hat{ψ}\|^2_{W(0,T)} = \sum_{i=ℓ+1}^{d_H} λ_i^H \|ψ_i^H - \mathcal{P}_H^ℓψ_i^H\|^2_V + \|y^1 - \mathcal{P}_V^ℓy^1(t)\|^2_{L^2(0,T; V')}.$$  

(3.23)

Here, $d_H$ denotes for rank of $R_H$. Using (3.2), (3.14), and

$$\hat{ψ}(t) = y'^{ℓ} - \hat{y}(t) - \mathcal{P}_H^ℓ((Su)(t)) = y'^{ℓ}(t) - y(t) + (Su)(t) - \mathcal{P}_H^ℓ((Su)(t))$$

we derive that

$$\frac{d}{dt} \langle \hat{ψ}(t), ψ \rangle_H + a(t; \hat{ψ}(t), ψ) = \langle y^1(t) - \mathcal{P}_H^ℓy^1(t), ψ \rangle_{V', V}$$

$$+ a(t; y^1(t) - \mathcal{P}_H^ℓy^1(t))$$

(3.24)

for all $ψ ∈ X'^{ℓ}$ and for almost all $t ∈ [0, T]$. From choosing $ψ = \hat{ψ}(t)$, (3.1b) and (3.20) we find

$$\frac{d}{dt} \|\hat{ψ}(t)\|^2_H + γ_1 \|\hat{ψ}(t)\|^2_V - 2γ_2 \|\hat{ψ}(t)\|^2_H ≤ \frac{1}{γ_1} \|y^1(t) - \mathcal{P}_H^ℓy^1(t)\|^2_{V'}. $$
Remark 3.10. 1) Note that the a-priori error estimates (3.18) and (3.19) depend on the arbitrarily chosen, but fixed control \( u \in U \), which is also utilized to compute the POD basis. Moreover, these a-priori estimates do not involve errors by the POD discretization of the initial condition \( y_0 \) — in contrast to the error analysis presented in [29, 39, 40, 63, 72], for instance. Further, let us mention that the a-priori error analysis holds for \( T < \infty \).
2) From (3.20) we infer
\[
\| \dot{y} + S^\ell \tilde{u} - \dot{y} - S\tilde{u} \|_{W(0,T)} \leq \| S - S^\ell \|_{L(U,W(0,T))} \| \tilde{u} \|_U \xrightarrow{t \to \infty} 0
\]
for any \( \tilde{u} \in U \).

3) For the numerical realization we have to utilize also a time integration method like, e.g., the implicit Euler or the Crank-Nicolson method. We refer the reader to [39, 40, 41], where different time discretization schemes are considered. Moreover, in [46, 63] also a finite element discretization of the ansatz space \( V \) is incorporated in the a-priori error analysis.

Example 3.11. Accurate approximation results are achieved if the subspace spanned by the snapshots is (approximatively) of low dimension. Let \( T > 0 \), \( \Omega = (0, 2) \subset \mathbb{R} \) and \( Q = (0, T) \times \Omega \). We set \( f(t, x) = e^{-t}(\pi^2 - 1) \sin(\pi x) \) for \((t, x) \in Q\) and \( y_o(x) = \sin(\pi x) \) for \( x \in \Omega \). Let \( H = L^2(\Omega), V = \mathcal{H}_0^1(\Omega) \) and
\[
a(t; \varphi, \phi) = \int_\Omega \varphi'(x)\phi'(x) \, dx \quad \text{for} \quad \varphi, \phi \in V,
\]
i.e., the bilinear form \( a \) is independent of \( t \). Finally, we choose \( u = 0 \). Then, the exact solution to (3.2) is given by \( y(t, x) = e^{-t} \sin(\pi x) \) spans the onedimensional space \( \{ \alpha \psi \mid \alpha \in \mathbb{R} \} \) with \( \psi(x) = \sin(\pi x) \). Choosing the space \( X = H \), this implies that all eigenvalues of the operator \( \mathcal{R}_H \) introduced in (3.4) except of the first one are zero and \( \psi_1 = \psi \in V \) is the single POD element corresponding to a nontrivial eigenvalue of \( \mathcal{R}_H \). Further, the reduced order model of the rank-1 POD-Galerkin ansatz
\[
\dot{y}^1(t) + \| \psi'_1 \|_H^2 y^1(t) = \langle f(t), \psi_1 \rangle_H \quad \text{for} \quad t \in (0, T],
\]
\[
y^1(0) = \langle y_o, \psi_1 \rangle_H
\]
has the solution \( y^1(t) = e^{-t} \), so both the projection
\[
(\mathcal{P}^1 y)(t, x) = \langle y(t), \psi_1 \rangle_X \psi_1(x), \quad (t, x) \in \overline{Q},
\]
of the state \( y \) on the POD-Galerkin space and the reduced-order solution \( y^1(t) = y^1(t)\psi_1 \) coincide with the exact solution \( y \). In the latter case, this is due to the fact that the data functions \( f \) and \( y_o \) as well as all time derivative snapshots \( \dot{y}(t) \) are already elements of span(\( \psi_1 \)), so no projection error occurs here, cp. the a priori error bounds given in (3.19). In the case \( X = V \), we get the same results with \( \psi_1(x) = \sin(\pi x)/\sqrt{1 + \pi^2} \) and \( y^1(t) = \sqrt{1 + \pi^2} e^{-t} \). \( \diamond \)

Utilizing the techniques as in the proof of Theorem 6.5 in [67] one can derive an a-priori error bound without including the time derivatives into the snapshot subspace. In the next proposition we formulate the a-priori error estimate.

Proposition 3.12. Let \( y_o \in V \) and \( u \in U \) be chosen arbitrarily so that \( Su \neq 0 \). To compute a POD basis \( \{ \psi_i \}_{i=1}^{\ell} \) of rank \( \ell \) we choose \( \varphi = 1 \) and \( y^1 = Su \).
Then, \( y = \hat{y} + Su \) and \( y^\ell = \hat{y} + S^\ell u \) satisfies the a-priori error estimate
\[
\|y^\ell - y\|_{L^2(0,T;V)}^2 \leq \begin{cases}
C \sum_{i=\ell+1}^{d_V} \lambda_i^V \|\psi_i^V - P^\ell \psi_i^V\|_V^2 & \text{if } X = V, \\
C \sum_{i=\ell+1}^{d_H} \lambda_i^H \|\psi_i^H\|_V^2 & \text{if } X = H,
\end{cases}
\]
(3.27)
where the constant \( C \) depends on the terminal time \( T \) and the constants \( \gamma, \gamma_1, \gamma_2 \) introduced in (3.1). Moreover, \( P^\ell : H \rightarrow V^\ell \) is the orthogonal projection given as follows:
\[ v^\ell = P^\ell \varphi \text{ for any } \varphi \in H \text{ iff } v^\ell \text{ solves } \min_{w^\ell \in V^\ell} \| \varphi - w^\ell \|_H. \]
In particular, we have \( y^\ell \rightarrow y \) in \( L^2(0,T;V) \) as \( \ell \rightarrow \infty \).

4. The linear-quadratic optimal control problem

In this section we apply a POD Galerkin approximation to linear-quadratic optimal control problems. Linear-quadratic problems are interesting in several respects: in particular, they occur in each level of a sequential quadratic programming (SQP) methods; see, e.g., [53]. In contrast to methods of balanced truncation type, the POD method is somehow lacking a reliable a-priori error analysis. Unless its snapshots are generating a sufficiently rich state space, it is not a-priori clear how far the optimal solution of the POD problem is from the exact one. On the other hand, the POD method is a universal tool that is applicable also to problems with time-dependent coefficients or to nonlinear equations. By generating snapshots from the real (large) model, a space is constructed that inhibits the main and relevant physical properties of the state system. This, and its ease of use makes POD very competitive in practical use, despite of certain heuristic.

Here we prove convergence and derive a-priori error estimates for the optimal control problem. The error estimates rely on the (unrealistic) assumption that the POD basis is computed from the (exact) optimal solution. However, these estimates are utilized to develop an a-posteriori error analysis for the POD Galerkin approximation of the optimal control problem. Using a perturbation method [16] we deduce how far the suboptimal control, computed by the POD Galerkin approximation, is from the (unknown) exact one. This idea turned out to be very efficient in our numerical examples. Thus, we are able to compensate for the lack of an a-priori error analysis for the POD method.

4.1. Problem formulation

In this section we introduce our optimal control problem, which is a constrained optimization problem in a Hilbert space. The objective is a quadratic function. The evolution problem (3.2) serves as an equality constraint. Moreover, bilateral control bounds lead to inequality constraints in the minimization. For the readers convenience we recall (3.2) here. Let \( U = L^2(0,T; \mathbb{R}^{N_u}) \)
where $B : U \to L^2(0,T;V')$ is a continuous, linear operator. Due to Theorem 3.2 there exists a unique solution $y \in W(0,T)$ to (4.1).

We introduce the Hilbert space

$$X = W(0,T) \times U$$

equipped with the natural product topology, i.e., with the inner product

$$\langle x, \tilde{x} \rangle_X = \langle y, \tilde{y} \rangle_{W(0,T)} + \langle u, \tilde{u} \rangle_U$$

for $x = (y, u), \tilde{x} = (\tilde{y}, \tilde{u}) \in X$ and the norm $\|x\|_X = (\|y\|_{W(0,T)}^2 + \|u\|_{U}^2)^{1/2}$ for $x = (y, u) \in X$.

**Assumption 1.** For $t \in [0,T]$ let $a(t, \cdot, \cdot) : V \times V \to \mathbb{R}$ be a time-dependent symmetric bilinear form satisfying (3.1). Moreover, $f \in L^2(0,T;V')$, $y_o \in H$ and $B \in \mathcal{L}(U, L^2(0,T;V'))$ holds.

In Remark 3.3 we have introduced the particular solution $\hat{y} \in W(0,T)$ as well as the linear, bounded solution operator $S$. Then, the solution to (4.1) can be expressed as $y = \hat{y} + Su$. By $X_{ad}$ we denote the closed, convex and bounded set of admissible solutions for the optimization problem as

$$X_{ad} = \{(\hat{y} + Su, u) \in X \mid u_a \leq u \leq u_b \in \mathbb{R}^m \text{ a.e. in } [0,T]\},$$

where $u_a = (u_{a,1}, \ldots, u_{a,N_u})$, $u_b = (u_{b,1}, \ldots, u_{b,N_u}) \in U$ satisfy $u_{a,i} \leq u_{b,i}$ for $1 \leq i \leq N_u$ a.e. in $[0,T]$. Since $u_{a,i} \leq u_{b,i}$ holds for $1 \leq i \leq N_u$, we infer from Theorem 3.2 that the set $X_{ad}$ is nonempty.

The quadratic objective $J : X \to \mathbb{R}$ is given by

$$J(x) = \frac{\sigma_Q}{2} \int_0^T \|y(t) - y_Q(t)\|_H^2 \, dt + \frac{\sigma_\Omega}{2} \|y(T) - y_\Omega\|_H^2 + \frac{\sigma}{2} \|u\|_U^2$$

for $x = (y, u) \in X$, where $(y_Q, y_\Omega) \in L^2(0,T;H) \times H$ are given desired states. Furthermore, $\sigma_Q, \sigma_\Omega \geq 0$ and $\sigma > 0$. Of course, more general cost functionals can be treated analogously.

Now the quadratic programming problem is given by

$$\min J(x) \text{ subject to (s.t.) } x \in X_{ad}. \quad (P)$$

From $x = (y, u) \in X_{ad}$ we infer that $y = \hat{y} + Su$ holds. Hence, $y$ is a dependent variable. We call $u$ the control and $y$ the state. In this way, $(P)$ becomes an optimal control problem. Utilizing the relationship $y = \hat{y} + Su$ we define a so-called reduced cost functional $\hat{J} : U \to \mathbb{R}$ by

$$\hat{J}(u) = J(\hat{y} + Su, u) \text{ for } u \in U.$$
Moreover, the set of admissible controls is given as

\[ U_{ad} = \{ u \in U \mid u_a \leq u \leq u_b \text{ in } \mathbb{R}^m \text{ a.e. in } [0,T] \}, \]

which is convex, closed and bounded in \( U \). Then, we consider the reduced optimal control problem:

\[
\min \hat{J}(u) \quad \text{s.t.} \quad u \in U_{ad}. \tag{\hat{P}}
\]

Clearly, if \( \bar{u} \) is the optimal solution to \((\hat{P})\), then \( \bar{x} = (\hat{y} + S\bar{u}, \bar{u}) \) is the optimal solution to \((P)\). On the other hand, if \( \bar{x} = (\bar{y}, \bar{u}) \) is the solution to \((P)\), then \( \bar{u} \) solves \((\hat{P})\).

**Example 4.1.** We introduce an example for \((P)\) and discuss the presented theory for this application. Let \( \Omega \subset \mathbb{R}^d \), \( d \in \{1, 2, 3\} \), be an open and bounded domain with Lipschitz-continuous boundary \( \Gamma = \partial \Omega \). For \( T > 0 \) we set \( Q = (0,T) \times \Omega \) and \( \Sigma = (0,T) \times \Gamma \). We choose \( H = L^2(\Omega) \) and \( V = H^1_0(\Omega) \) endowed with the usual inner products

\[
\langle \varphi, \psi \rangle_H = \int_\Omega \nabla \varphi \cdot \nabla \psi \, dx, \quad \langle \varphi, \psi \rangle_V = \int_\Omega \varphi \psi + \nabla \varphi \cdot \nabla \psi \, dx
\]

and their induced norms, respectively. Let \( \chi_i \in H, 1 \leq i \leq m \), denote given control shape functions. Then, for given control \( u \in U \), initial condition \( y_o \in H \) and inhomogeneity \( f \in L^2(0,T;H) \) we consider the linear heat equation

\[
y(t,x) - \Delta y(t,x) = f(t,x) + \sum_{i=1}^m u_i(t) \chi_i(x), \quad \text{a.e. in } Q, \\
y(t,x) = 0, \quad \text{a.e. in } \Sigma, \\
y(0,x) = y_o(x), \quad \text{a.e. in } \Omega. \tag{4.3}
\]

We introduce the time-independent, symmetric bilinear form

\[
a(\varphi, \psi) = \int_\Omega \nabla \varphi \cdot \nabla \psi \, dx \quad \text{for } \varphi, \psi \in V
\]

and the bounded, linear operator \( B : U \to L^2(0,T;H) \hookrightarrow L^2(0,T;V') \) as

\[
(Bu)(t,x) = \sum_{i=1}^m u_i(t) \chi_i(x) \quad \text{for } (t,x) \in Q \text{ a.e. and } u \in U.
\]

Hence, we have \( \gamma = \gamma_1 = \gamma_2 = 1 \) in (3.1). It follows that the weak formulation of (4.3) can be expressed in the form (3.2). Moreover, the unique weak solution to (4.3) belongs to the space \( L^\infty(0,T;V) \) provided \( y_o \in V \) holds.

4.2. Existence of a unique optimal solution

We suppose the following hypothesis for the objective.

**Assumption 2.** In (4.2) the desired states \( (y_Q, y_\Omega) \) belong to \( L^2(0,T;H) \times H \). Furthermore, \( \sigma_Q, \sigma_\Omega \geq 0 \) and \( \sigma > 0 \) are satisfied.

Let us review the following result for quadratic optimization problems in Hilbert spaces; see [71, pp. 50-51].
Theorem 4.2. Suppose that \( \mathcal{U} \) and \( \mathcal{H} \) are given Hilbert spaces with norms \( \| \cdot \|_{\mathcal{U}} \) and \( \| \cdot \|_{\mathcal{H}} \), respectively. Furthermore, let \( \mathcal{U}_{ad} \subseteq \mathcal{U} \) be non-empty, bounded, closed, convex and \( z_{d} \in \mathcal{H}, \kappa \geq 0 \). The mapping \( G : \mathcal{U} \rightarrow \mathcal{H} \) is assumed to be a linear and continuous operator. Then there exists an optimal control \( \bar{u} \) solving

\[
\min_{u \in \mathcal{U}_{ad}} J(u) := \frac{1}{2} \| Gu - z_{d} \|_{\mathcal{H}}^{2} + \frac{\kappa}{2} \| u \|_{\mathcal{U}}^{2}.
\]
(4.4)

If \( \kappa > 0 \) holds or if \( G \) is injective, then \( \bar{u} \) is uniquely determined.

Remark 4.3. In the proof of Theorem 4.2 it is only used that \( J \) is continuous and convex. Therefore, the existence of an optimal control follows for general convex, continuous cost functionals \( J : \mathcal{U} \rightarrow \mathbb{R} \) with a Hilbert space \( \mathcal{U} \). \( \diamond \)

Next we can use Theorem 4.2 to obtain an existence result for the optimal control problem (\( \hat{P} \)), which imply the existence of an optimal solution to (\( P \)).

Theorem 4.4. Let Assumptions 1 and 2 be valid. Moreover, let the bilateral control constraints \( u_{a}, u_{b} \in \mathcal{U} \) satisfy \( u_{a} \leq u_{b} \) componentwise in \( \mathbb{R}^{m} \) a.e. in \( [0,T] \). Then, (\( \hat{P} \)) has a unique optimal solution \( \bar{u} \).

Proof. Let us choose the Hilbert spaces \( \mathcal{H} = L^{2}(0,T;H) \times H \) and \( \mathcal{U} = \mathcal{U} \). Moreover, \( \mathcal{E} : W(0,T) \rightarrow L^{2}(0,T;H) \) is the canonical embedding operator, which is linear and bounded. We define the operator \( \mathcal{E}_{2} : W(0,T) \rightarrow H \) by \( \mathcal{E}_{2}\varphi = \varphi(T) \) for \( \varphi \in W(0,T) \). Since \( W(0,T) \) is continuously embedded into \( C([0,T];H) \), the linear operator \( \mathcal{E}_{2} \) is continuous. Finally, we set

\[
\mathcal{G} = \left( \begin{array}{c}
\text{sgn}Q \mathcal{E}_{1}\mathcal{S} \\
\text{sgn}Q \mathcal{E}_{2}\mathcal{S}
\end{array} \right) \in \mathcal{L}(\mathcal{U},\mathcal{H}), \quad z_{d} = \left( \begin{array}{c}
\sqrt{\text{sgn}Q(y_{Q} - \hat{y})} \\
\sqrt{\text{sgn}Q(y_{\Omega} - \hat{y}(T))}
\end{array} \right) \in \mathcal{H}
\]
(4.5)

and \( \mathcal{U}_{ad} = \mathcal{U}_{ad} \). Then, (\( \hat{P} \)) and (4.4) coincide. Consequently, the claim follows from Theorem 4.2 and \( \sigma > 0 \). \( \square \)

Next we consider the case that \( u_{a} = -\infty \) or/and \( u_{b} = +\infty \). In this case \( U_{ad} \) is not bounded. However, we have the following result [71, p. 52].

Theorem 4.5. Let Assumptions 1 and 2 be satisfied. If \( u_{a} = -\infty \) or/and \( u_{b} = +\infty \), problem (\( \hat{P} \)) admits a unique solution.

Proof. We utilize the setting of the proof of Theorem 4.4. By assumption there exists an element \( u_{0} \in \mathcal{U}_{ad} \). For \( u \in \mathcal{U} \) with \( \| u \|_{\mathcal{U}}^{2} > 2\hat{J}(u_{0})/\sigma \) we have

\[
\hat{J}(u) = J(u) = \frac{1}{2} \| Gu - z_{d} \|_{\mathcal{H}}^{2} + \frac{\sigma}{2} \| u \|_{\mathcal{U}}^{2} \geq \frac{\sigma}{2} \| u \|_{\mathcal{U}}^{2} > \hat{J}(u_{0}).
\]

Thus, the minimization of \( \hat{J} \) over \( \mathcal{U}_{ad} \) is equivalent with the minimization of \( \hat{J} \) over the bounded, convex and closed set

\[
\mathcal{U}_{ad} \cap \left\{ u \in \mathcal{U} \bigg| \| u \|_{\mathcal{U}}^{2} \leq \frac{2\hat{J}(u_{0})}{\sigma} \right\}.
\]

Now the claim follows from Theorem 4.2. \( \square \)
4.3. First-order necessary optimality conditions

In (4.4) we have introduced the quadratic programming problem

$$\min_{u \in \mathcal{U}_{\text{ad}}} J(u) = \frac{1}{2} \|G u - z_d\|_\mathcal{H}^2 + \frac{\sigma}{2} \|u\|_{\mathcal{U}}^2. \quad (4.6)$$

Existence of a unique solution has been investigated in Section 4.2. In this section we characterize the solution to (4.6) by first-order optimality conditions, which are essential to prove convergence and rate of convergence results for the POD approximations in Section 4.4. To derive first-order conditions we require the notion of derivatives in function spaces. Therefore, we recall the following definition [71, pp. 56-57].

**Definition 4.6.** Suppose that $\mathcal{B}_1$ and $\mathcal{B}_2$ are real Banach spaces, $\mathcal{U} \subset \mathcal{B}_1$ be an open subset and $F : \mathcal{U} \supset \mathcal{B}_1 \to \mathcal{B}_2$ a given mapping. The directional derivative of $F$ at a point $u \in \mathcal{U}$ in the direction $h \in \mathcal{B}_2$ is defined by

$$DF(u; h) := \lim_{\varepsilon \to 0} \frac{1}{\varepsilon} (F(u + \varepsilon h) - F(u))$$

provided the limit exists in $\mathcal{B}_2$. Suppose that the directional derivative exists for all $h \in \mathcal{B}_1$ and there is a linear, continuous operator $T : \mathcal{U} \to \mathcal{B}_2$ satisfying

$$DF(u; h) = Th \quad \text{for all } h \in \mathcal{U}.$$

Then, $F$ is said to be Gâteaux-differentiable at $u$ and $T$ is the Gâteaux derivative of $F$ at $u$. We write $T = F'(u)$.

**Remark 4.7.** Let $\mathcal{H}$ be a real Hilbert space and $F : \mathcal{H} \to \mathbb{R}$ be Gâteaux-differentiable at $u \in \mathcal{H}$. Then, its Gâteaux derivative $F'(u)$ at $u$ belongs to $\mathcal{H}' = L(\mathcal{H}, \mathbb{R})$. Due to Riesz theorem there exists a unique element $\nabla F(u) \in \mathcal{H}$ satisfying

$$\langle \nabla F(u), v \rangle_{\mathcal{H}} = \langle F'(u), v \rangle_{\mathcal{H}', \mathcal{H}} \quad \text{for all } v \in \mathcal{H}.$$

We call $\nabla F(u)$ the (Gâteaux) gradient of $F$ at $u$. ♦

**Theorem 4.8.** Let $\mathcal{U}$ be a real Hilbert space and $\mathcal{U}_{\text{ad}}$ be convex subset. Suppose that $\bar{u} \in \mathcal{U}_{\text{ad}}$ is a solution to (4.6)

$$\min_{u \in \mathcal{U}_{\text{ad}}} J(u).$$

Then the following variational inequality holds

$$\langle \nabla J(\bar{u}), u - \bar{u} \rangle_{\mathcal{U}} \geq 0 \quad \text{for all } u \in \mathcal{U}_{\text{ad}}, \quad (4.7)$$

where the gradient of $J$ is given by

$$\nabla J(\bar{u}) = G^*(Gu - z_d) + \sigma u \quad \text{for } u \in \mathcal{U}.$$ 

If $\bar{u} \in \mathcal{U}_{\text{ad}}$ solves (4.7), then $\bar{u}$ is a solution to (4.6).

**Proof.** Since $J$ is Gâteaux-differentiable and convex in $\mathcal{U}$, the result follows directly from [71, pp. 63-63]. □
Inequality (4.7) is a first-order necessary and sufficient condition for (4.6), which can be expressed as

$$\langle \mathcal{G}\bar{u} - z_d, \mathcal{G}u - \mathcal{G}\bar{u} \rangle_{\mathcal{H}} + \langle \sigma\bar{u}, u - \bar{u} \rangle_{\mathcal{H}} \geq 0 \quad \text{for all } u \in \mathcal{U}_{sd}. \quad (4.8)$$

Next we study (4.8) for \( (4.6) \), which can be expressed as

$$\langle \mathcal{G}\bar{u} - z_d, \mathcal{G}\bar{v} \rangle_{\mathcal{H}} = \sigma_Q \langle \mathcal{S}\bar{u} - (y_Q - \hat{y}), \mathcal{S}(u - \bar{u}) \rangle_{L^2(0,T;H)} + \sigma_{\Omega} \langle (\mathcal{S}\bar{u})(T) - (y_\Omega - \hat{y}(T)), (\mathcal{S}(u - \bar{u}))(T) \rangle_H \quad \text{for all } u \in \mathcal{U}_{sd}. \quad (4.9)$$

Let us define the two linear, bounded operators \( \Theta : W_0(0,T) \to W_0(0,T)' \) and \( \Xi : L^2(0,T;H) \times H \to W_0(0,T)' \) by

$$\langle \Theta \varphi, \phi \rangle_{W_0(0,T)',W_0(0,T)} = \int_0^T \langle \sigma_Q \varphi(t), \phi(t) \rangle_H dt + \langle \sigma_{\Omega} \varphi(T), \phi(T) \rangle_H, \quad \langle \Xi z, \phi \rangle_{W_0(0,T)',W_0(0,T)} = \int_0^T \langle \sigma_Q z_Q(t), \phi(t) \rangle_H dt + \langle \sigma_{\Omega} z_\Omega, \phi(T) \rangle_H \quad (4.10)$$

for \( \varphi, \phi \in W_0(0,T) \) and \( z = (z_Q, z_\Omega) \in L^2(0,T;H) \times H \). Then, we find

$$\langle \mathcal{G}\bar{u} - z_d, \mathcal{G}\bar{v} \rangle_{\mathcal{H}} = \langle \Theta \mathcal{S}\bar{u} - \Xi (y_Q - \hat{y}, y_\Omega - \hat{y}(T)), \mathcal{S}(u - \bar{u}) \rangle_{W_0(0,T)',W_0(0,T)} \quad (4.10)$$

$$= \langle \mathcal{S}' \Theta \mathcal{S}\bar{u}, u - \bar{u} \rangle_{\mathcal{V}} - \langle \mathcal{S}' \Xi (y_Q - \hat{y}, y_\Omega - \hat{y}(T)), u - \bar{u} \rangle_{\mathcal{V}}.$$

Let us define the linear \( \mathcal{A} : U \to W(0,T) \) as follows: for given \( u \in U \) the function \( p = \mathcal{A}u \in W(0,T) \) is the unique solution to

$$-\frac{d}{dt} \langle p(t), \varphi \rangle_H + a(t;p(t), \varphi) = -\sigma_Q \langle (\mathcal{S}u)(t), \varphi \rangle_H \quad \forall \varphi \in V \text{ a.e.}, \quad p(T) = -\sigma_{\Omega} (\mathcal{S}u)(T) \text{ in } H. \quad (4.11)$$

It follows from (3.1) and \( \mathcal{S}u \in W(0,T) \) that the operator \( \mathcal{A} \) is well-defined and bounded.

**Lemma 4.9.** Let Assumption 1 be satisfied and \( u, v \in U \). We set \( y = \mathcal{S}u \in W_0(0,T), \ w = \mathcal{S}v \in W_0(0,T), \) and \( p = \mathcal{A}v \in W(0,T) \). Then,

$$\int_0^T \langle (\mathcal{B}u)(t), p(t) \rangle_{V', V} dt = -\int_0^T \sigma_Q \langle w(t), y(t) \rangle_H dt - \sigma_{\Omega} \langle w(T), y(T) \rangle_H.$$


Proof. We derive from \( y = Su, p = Au, y \in W_0(0, T) \) and integration by parts
\[
\int_0^T \langle (Bu)(t), p(t) \rangle_{V', V} \, dt = \int_0^T \langle y_t(t), p(t) \rangle_{V', V} + a(t; y(t), p(t)) \, dt
\]
\[
= \int_0^T -\langle p_t(t), y(t) \rangle_{V', V} + a(t; p(t), y(t)) \, dt + \langle p(T), y(T) \rangle_H
\]
\[
= -\int_0^T \sigma_Q \langle w(t), y(t) \rangle_H \, dt - \sigma_\Omega \langle w(T), y(T) \rangle_H
\]
which is the claim. \( \Box \)

We define \( \hat{p} \in W(0, T) \) as the unique solution to
\[
-\frac{d}{dt} \langle \hat{p}(t), \varphi \rangle_H + a(t; \hat{p}(t), \varphi) = \sigma_Q \langle y_Q(t) - \hat{y}(t), \varphi \rangle_H \quad \forall \varphi \in V \text{ a.e.,} \quad (4.12)
\]
\[
p(T) = \sigma_\Omega \langle y_\Omega - \hat{y}(T) \rangle \quad \text{in } H.
\]
Then, for every \( u \in U \) the function \( p = \hat{p} + Au \) is the unique solution to
\[
-\frac{d}{dt} \langle p(t), \varphi \rangle_H + a(t; p(t), \varphi) = \sigma_Q \langle y_Q(t) - y(t), \varphi \rangle_H \quad \forall \varphi \in V \text{ a.e.,}
\]
\[
p(T) = \sigma_\Omega \langle y_\Omega - y(T) \rangle \quad \text{in } H
\]
with \( y = \hat{y} + Su \). Moreover, we have the following result.

**Lemma 4.10.** Let Assumption 1 be satisfied. Then, \( B'\mathcal{A} = -S'\Theta S \in \mathcal{L}(U) \), where linear and bounded operator \( \Theta \) has been defined in (4.9). Moreover, \( B'\hat{p} = S'\Xi(y_Q - \hat{y}, y_\Omega - \hat{y}(T)) \), where \( \hat{p} \) is the solution to (4.12).

**Proof.** Let \( u, v \in \mathcal{U} \) be chosen arbitrarily. We set \( y = Su \in W_0(0, T) \) and \( w = Sv \in W_0(0, T) \). Recall that we identify \( U \) with its dual space \( U' \). From the integration by parts formula and Lemma 4.9 we infer that
\[
\langle S'\Theta Sv, u \rangle_U = \langle \Theta Sv, Su \rangle_{W_0(0, T)' \times W_0(0, T)} = \langle \Theta w, y \rangle_{W_0(0, T)' \times W_0(0, T)}
\]
\[
= \int_0^T \sigma_Q \langle w(t), y(t) \rangle_H \, dt + \sigma_\Omega \langle w(T), y(T) \rangle_H
\]
\[
= -\langle Bu, p \rangle_{L^2(0, T; V'), L^2(0, T; V)} = -\langle u, B'\hat{p} \rangle_U = -\langle B'\mathcal{A}v, u \rangle_U.
\]
Since \( u, v \in U \) are chosen arbitrarily, we have \( B'\mathcal{A} = S'\Theta S \). Further, we find
\[
\langle S'\Xi(y_Q - \hat{y}, y_\Omega - \hat{y}(T)), u \rangle_U = \langle \Xi(y_Q - \hat{y}, y_\Omega - \hat{y}(T)), Su \rangle_{W_0(0, T)' \times W_0(0, T)}
\]
\[
= \int_0^T \sigma_Q \langle y_Q - \hat{y}(t), y(t) \rangle_H \, dt + \sigma_\Omega \langle y_\Omega - \hat{y}(T), y(T) \rangle_H
\]
\[
= \int_0^T -\langle \hat{p}_t(t), y(t) \rangle_H + a(t; \hat{p}(t), y(t)) \, dt + \langle \hat{p}(T), y(T) \rangle_H
\]
\[
= \int_0^T \langle y_t(t), \hat{p}(t) \rangle_H + a(t; y(t), \hat{p}(t)) \, dt = \int_0^T \langle (Bu)(t), \hat{p}(t) \rangle_{V', V} \, dt
\]
\[
= \langle B'\hat{p}, u \rangle_U.
\]
which gives the claim.

We infer from (4.10) and Lemma 4.10 that
\[ \langle G\bar{u} - z_d, G\bar{v}\rangle_{\mathcal{H}} = -\langle \mathcal{B}'(\hat{p} + A\bar{u}), u - \bar{u}\rangle_U. \]

This implies the following variational inequality for (\(\hat{P}\))
\[ \langle G\bar{u} - z_d, G\bar{u} - \bar{u}\rangle_{\mathcal{H}} + \sigma \langle \bar{u}, u - \bar{u}\rangle_U \]
\[ = \langle \sigma \bar{u} - \mathcal{B}'(\hat{p} + A\bar{u}), u - \bar{u}\rangle_U \geq 0 \quad \text{for all } u \in U_{ad}. \]

Summarizing we have proved the following result.

**Theorem 4.11.** Suppose that Assumptions 1 and 2 hold. Then, \((\bar{y}, \bar{u})\) is a solution to \((P)\) if and only if \((\bar{y}, \bar{u})\) satisfy together with the adjoint variable \(\bar{p}\) the first-order optimality system
\[ \bar{y} = \hat{y} + S\bar{u}, \quad \bar{p} = \hat{p} + A\bar{u}, \quad u_a \leq \bar{u} \leq u_b \quad (4.13a) \]
\[ \langle \sigma \bar{u} - \mathcal{B}'\bar{p}, u - \bar{u}\rangle_U \geq 0 \quad \text{for all } u \in U_{ad}. \quad (4.13b) \]

**Remark 4.12.** By using a Lagrangian framework it follows from Theorem 4.11 and [71] that the variational inequality (4.13b) is equivalent to the existence of two functions \(\bar{\mu}_a, \bar{\mu}_b \in U\) satisfying \(\bar{\mu}_a, \bar{\mu}_b \geq 0, \)
\[ \sigma \bar{u} - \mathcal{B}'\bar{p} + \bar{\mu}_b - \bar{\mu}_a = 0 \]
and the complementarity condition
\[ \bar{\mu}_a(t)^\top (u_a(t) - \bar{u}(t)) = \bar{\mu}_b(t)^\top (\bar{u}(t) - u_b(t)) = 0 \quad \text{f.a.a. } t \in [0, T]. \]

Thus, (4.13) is equivalent to the system
\[ \bar{y} = \hat{y} + S\bar{u}, \quad \bar{p} = \hat{p} + A\bar{u}, \quad u_a \leq \bar{u} \leq u_b, \quad 0 \leq \bar{\mu}_a, \quad 0 \leq \bar{\mu}_b, \quad (4.14) \]
\[ \bar{\mu}_a(t)^\top (u_a(t) - \bar{u}(t)) = \bar{\mu}_b(t)^\top (\bar{u}(t) - u_b(t)) = 0 \quad \text{a.e. in } [0, T]. \]

Utilizing a complementarity function it can be shown that (4.14) is equivalent with
\[ \bar{y} = \hat{y} + S\bar{u}, \quad \bar{p} = \hat{p} + A\bar{u}, \quad \sigma \bar{u} - \mathcal{B}'\bar{p} + \bar{\mu}_b - \bar{\mu}_a = 0, \quad u_a \leq \bar{u} \leq u_b, \]
\[ \bar{\mu}_a = \max \{0, \, \bar{\mu}_a + \eta(\bar{u} - u_a)\}, \quad \bar{\mu}_b = \max \{0, \, \bar{\mu}_b + \eta(\bar{u} - u_b)\}, \quad \text{where } \eta > 0 \text{ is an arbitrary real number. The max-and min-operations are interpreted componentwise in the pointwise everywhere sense.}\]

The gradient \(\nabla \hat{J} : U \to U\) of the reduced cost functional \(\hat{J}\) is given by
\[ \nabla J(u) = \sigma u - \mathcal{B}^*p, \quad u \in U, \]
where \(p = \hat{p} + A\bar{u}\) holds true; see, e.g., [26]. Thus, a first-order sufficient optimality condition for \((\hat{P})\) is given by the variational inequality
\[ \langle \sigma \bar{u} - \mathcal{B}'\bar{p}, u - \bar{u}\rangle_U \geq 0 \quad \text{for all } u \in U_{ad}, \quad (4.16) \]
with \(\bar{p} = \hat{p} + A\bar{u}\).

Problem \((\hat{P})\) can be solved numerically by a primal-dual active set strategy with the choice \(\eta = \sigma\). In this case the method is equivalent to a locally
superlinearly convergent semi-smooth Newton algorithm applied to (4.15); see [24, 26, 73]. In Algorithm 4.1 we formulate the method in the context of our application. In Section 5 we compare Algorithm 4.1 with the Banach fixed point iteration as well as with the projected gradient method [37, 53].

Algorithm 4.1 (Primal-dual active set strategy)

Require: Starting value \((u^0, \lambda^0)\) and maximal iteration number \(k_{\text{max}}\).

1: Set \(k = 0\). For \(i = 1, \ldots, m\) determine the active sets

\[
A_{ai}^k = \{ t \in [0, T] \mid \sigma u_i^k + \lambda_i^k < u_{ai} \text{ a.e.} \},
\]

\[
A_{bi}^k = \{ t \in [0, T] \mid \sigma u_i^k + \lambda_i^k > u_{bi} \text{ a.e.} \}
\]

and the inactive set \(I_i^k = [0, T] \setminus A_i^k\) with \(A_i^k = A_{ai}^k \cup A_{bi}^k\).

2: repeat
3: Compute the solution \((y, p, u)\) to the optimality system

\[
y = \hat{y} + Su, \quad p = \hat{p} + Au, \quad u_i = \begin{cases} u_{ai} & \text{on } A_{ai}^k, \\ u_{bi} & \text{on } A_{bi}^k, \\ (B'p)^i / \sigma & \text{on } I_i^k, \end{cases} \quad (1 \leq i \leq m)
\]

4: Set \((y^{k+1}, u^{k+1}, p^{k+1}) = (y, u, p), \lambda^{k+1} = B'p^{k+1} - \sigma u^{k+1}\) and \(k = k+1\).
5: Compute the active and inactive sets according to step 1.
6: until \((A_{ai}^k = A_{ai}^{k-1} \text{ and } A_{bi}^k = A_{bi}^{k-1}) \text{ or } k = k_{\text{max}}\).

4.4. The POD Galerkin approximation for \((\hat{P})\)

In this subsection we introduce the POD Galerkin schemes for the variational inequality (4.16) using a POD Galerkin approximation for the state and dual variables. Moreover, we study the convergence of the POD discretizations, where we make use of the analysis in [29, 39, 40, 41, 67, 72]. For a general introduction we also refer the reader to the survey paper [28].

In Section 3.3 we have introduced a POD Galerkin scheme for the state equation (4.1). Suppose that \(\{\psi_i\}_{i=1}^\ell\) be a POD basis of rank \(\ell\) computed from \((P^\ell)\) with \(\psi_i = \psi_i^V\) in case of \(X = V\) and \(\psi_i = \psi_i^H\) in case of \(X = H\). We set \(X^\ell = \text{span} \{\psi_1, \ldots, \psi_\ell\} \subset V\). Let the linear and bounded projection operator \(P^\ell\) denote \(P^\ell_V\) for \(X = V\) and \(P^\ell_H\) for \(X = H\); see (3.7).

Recall the POD Galerkin ansatz (3.13) for the state variable. Analogously, we approximate the adjoint variable \(p = \hat{p} + Au\) by the Galerkin expansion

\[
p^\ell(t) = \hat{p}(t) + \sum_{i=1}^\ell p_i^\ell(t) \psi_i \in V \quad \text{for } t \in [0, T] \tag{4.17}
\]

with coefficient functions \(p_i^\ell : [0, T] \to \mathbb{R}\) and with \(\hat{p}\) from (4.12). Let the vector-valued coefficient function given by

\[
p^\ell = (p_1^\ell, \ldots, p_\ell^\ell) : [0, T] \to \mathbb{R}^\ell
\]
If we assume that \( p^\ell(T) = -\sigma_\Omega y^\ell(T) \) holds, then we infer from \( \hat{p}(T) = \sigma_\Omega (y_\Omega - \hat{y}(T)) \) and (4.17) that

\[
p^\ell(T) = \hat{p}(T) - \sigma_\Omega \sum_{i=1}^\ell y_i^\ell(t) \psi_i = \sigma_\Omega (y_\Omega - y^\ell(T)).
\]

This motivates the following POD scheme for the approximation of \( p = \hat{p} + \mathcal{A}u \) is given as follows: \( p^\ell \in W(0,T) \) satisfies

\[
-\frac{d}{dt} \langle p^\ell(t), \psi \rangle_H + a(t; p^\ell(t), \psi) = \sigma_Q \langle (y_Q - y^\ell)(t), \psi \rangle_H \quad \forall \psi \in X^\ell \text{ a.e.,} \\
p^\ell(T) = -\sigma_\Omega y^\ell(T).
\]

(4.18)

It follows by similar arguments as for (3.14) that there is a unique solution \( p^\ell \in W(0,T) \).

**Remark 4.13.** Recall that we have introduced the linear and bounded solution operator \( \mathcal{S}^\ell : U \to W(0,T) \) as an approximation for the state solution operator \( \mathcal{S} \); see Remark 3.8-2). Analogously, we define an approximation of the adjoint solution operator \( \mathcal{A} \) as follows: Let \( \mathcal{A}^\ell : U \to W(0,T) \) denote the solution operator to

\[
-\frac{d}{dt} \langle w^\ell(t), \psi \rangle_H + a(t; w^\ell(t), \psi) = -\sigma_1 \langle (\mathcal{S}^\ell u)(t), \psi \rangle_H \quad \forall \psi \in X^\ell \text{ a.e.,} \\
w^\ell(T) = -\sigma_2 (\mathcal{S}^\ell u)(T).
\]

Then \( p^\ell = \hat{p} + \mathcal{A}^\ell u \) is the unique solution to (4.18).

**Lemma 4.14.** Let Assumption 1 on page 34 be satisfied and \( u, v \in U \). We set \( y^\ell = \mathcal{S}^\ell u \in W_0(0,T), \ w^\ell = \mathcal{S}^\ell v \in W_0(0,T) \), and \( p^\ell = \mathcal{A}^\ell v \in W(0,T) \). Then,

\[
\int_0^T \langle (Bu)(t), p^\ell(t) \rangle_{V',V} dt = -\int_0^T \sigma_Q \langle w^\ell(t), y^\ell(t) \rangle_H dt - \sigma_\Omega \langle w^\ell(T), y^\ell(T) \rangle_H.
\]

Moreover, \( B^* \mathcal{A}^\ell = - (\mathcal{S}^\ell)' \Theta \mathcal{S}^\ell \in \mathcal{L}(U) \), where linear and bounded operator \( \Theta \) has been defined in (4.9).

**Proof.** Since the POD basis for the state and adjoint coincide, the claim follows by the same arguments used to prove Lemmas 4.9 and 4.10.

**Theorem 4.15.** Suppose that Assumptions 1 and 2 hold. Let \( X = V \) and \( u \in U \) be arbitrarily given so that \( Su, Au \in H^1(0,T;V) \setminus \{0\} \).

1) To compute a POD basis \( \{\psi_i\}_{i=1}^\ell \) of rank \( \ell \) we choose \( \varphi = 4 \), \( y^1 = Su \), \( y^2 = (Su)_t \), \( y^3 = Au \) and \( y^4 = (Au)_t \). Then, \( p = \hat{p} + \mathcal{A}^\ell u \) satisfies the a-priori error estimate

\[
\|p^\ell - p\|_{W(0,T)}^2 \leq \begin{cases} 
C \sum_{i=\ell+1}^{d_V} \lambda_i^V & \text{if } X = V, \\
C \sum_{i=\ell+1}^{d_H} \lambda_i^H \|\psi^H_i - \mathcal{P}_H^\ell \psi^H_i\|_V^2 & \text{if } X = H
\end{cases}
\]

(4.19)

for a constant \( C \) which depends on \( \gamma, \gamma_1, \gamma_2, T, \sigma_\Omega \) and \( \sigma_Q \).
2) If $S\tilde{u}$ and $A\tilde{u}$ belong to $H^1(0,T;V)$ for every $\tilde{u} \in U$ and if $\lambda^H_i > 0$ for all $i \in I$, then we have

$$\lim_{\ell \to \infty} \| A - A^\ell \|_{L(U,W(0,T))} = 0.$$  \hfill (4.20)

**Proof.** Analogous to (3.21) we have $p^\ell(t) - p(t) = \theta^\ell(t) + \rho^\ell(t)$ for almost all $t \in [0,T]$ with $\theta^\ell(t) = (A^\ell u)(t) - (A u)(t)$ and $\rho^\ell(t) = \mathcal{P}^\ell(A u)(t) - (A u)(t)$. Here, $\mathcal{P}^\ell = \mathcal{P}^\ell_{V}$ for $X = V$ and $\mathcal{P}^\ell = \mathcal{P}^\ell_{H}$ for $X = H$. Now, the proof of the claims follows by similar arguments as the proofs of Theorem 3.9, Proposition 4.7 in [29], Proposition 4.6 in [72] and Theorem 6.3 in [67]. To estimate the terminal term $\theta^\ell(T)$ we use observe that

$$\| \theta^\ell(T) \|_H = \| \mathcal{P}^\ell((A u)(T)) - (A^\ell u)(T) \|_H$$

$$\leq \sigma_\Omega \left( \| \mathcal{P}^\ell((S u)(T)) - (S u)(T) \|_H + \| (S u)(T) - (S^\ell u)(T) \|_H \right)$$

$$\leq \sigma_\Omega \left( \| \mathcal{P}^\ell((S u)(T)) - (S u)(T) \|_H + \| y(T) - y^\ell(T) \|_H \right)$$

$$\leq \sigma_\Omega \left( \| \mathcal{P}^\ell(S u) - (S u) \|_{C([0,T];H)} + \| y - y^\ell \|_{C([0,T];H)} \right)$$

$$\leq \sigma_\Omega C_E \left( \| \mathcal{P}^\ell(S u) - (S u) \|_{H^1(0,T;V)} + \| y - y^\ell \|_{W(0,T)} \right)$$

with an embedding constant $C_E$. The first term on the right-hand can be handled by (2.27), the second term is estimated in Theorem 3.9. Finally, (4.20) follows from (3.20) and the fact that the operator $S^\ell$ is bounded uniformly with respect to $\ell$. \hfill \square

**Remark 4.16.**

1) The inclusion of adjoint information into the snapshot ensemble improves the approximation quality also for nonlinear problems; see [15].

2) Analogous to Remark 3.10-2) the a-priori estimate (4.19) holds for an arbitrarily chosen, but fixed control $u \in U$. Furthermore, (4.20) implies that

$$\lim_{\ell \to \infty} \| \hat{p} + A^\ell \tilde{u} - \hat{p} - A \tilde{u} \|_{W(0,T)} = 0$$

for any $\tilde{u} \in U$.

3) We can also extend the results in Proposition 3.12 for the adjoint equation and get an a-priori error estimate choosing $\varphi = 2$, $y^1 = S u$ and $y^2 = A u$. \hfill \diamond

The POD Galerkin approximation for $(\hat{\mathbf{P}})$ is as follows:

$$\min \hat{J}^\ell(u) \quad \text{s.t.} \quad u \in U_{ad},$$

where the cost is defined by $\hat{J}^\ell(u) = J(\hat{y} + S^\ell u, u)$ for $u \in U$. Let $\bar{u}^\ell$ be the solution to $(\hat{\mathbf{P}}^\ell)$. Then, a first-order sufficient optimality condition is given by the variational inequality

$$\langle \sigma \bar{u}^\ell - B^\ell \hat{p}^\ell, u - \bar{u}^\ell \rangle_U \geq 0 \quad \text{for all } u \in U_{ad},$$

(4.21)

where $\hat{p}^\ell = \hat{p}^\ell + A^\ell \bar{u}^\ell$ holds.
Theorem 4.17. Suppose that Assumptions 1 and 2 hold. Let \( u \in U \) be arbitrarily given so that \( Su, Au \in H^1(0,T;V) \setminus \{0\} \).

1) To compute a POD basis \( \{\psi_i\}_{i=1}^\ell \) of rank \( \ell \) we choose \( \phi = 4 \), \( y^1 = Su \), \( y^2 = (Su)_t \), \( y^3 = Au \) and \( y^4 = (Au)_t \). Then, the optimal solution \( \bar{u} \) to \( (\hat{P}) \) and the associated POD suboptimal solution \( \bar{u}^\ell \) to \( (\hat{P}^\ell) \) satisfy

\[
\lim_{\ell \to \infty} \left\| \bar{u}^\ell - \bar{u} \right\|_U = 0 \quad (4.22)
\]

for \( X = V \) and \( X = H \).

2) If an optimal POD basis of rank is computed by choosing \( \phi = 4 \), \( y^1 = S\bar{u} \), \( y^2 = (S\bar{u})_t \), \( y^3 = A\bar{u} \) and \( y^4 = (A\bar{u})_t \), then we have

\[
\left\| \bar{u}^\ell - \bar{u} \right\|_U \leq \begin{cases} 
C \sum_{i=t+1}^{dV} \lambda_i^V & \text{if } X = V, \\
C \sum_{i=t+1}^{dV} \lambda_i^H \|\psi_i^H - \mathcal{P}^\ell_H \psi_i^H\|^2_V & \text{if } X = H,
\end{cases} \quad (4.23)
\]

where the constant \( C \) depends on \( \gamma, \gamma_1, \gamma_2, T, \sigma_\Omega, \sigma_Q \) and the norm \( \|B'\|_{L(2;0,T;V) U} \).

Proof. Choosing \( u = \bar{u}^\ell \) in (4.16) and \( u = \bar{u} \) in (4.21) we get the variational inequality

\[
0 \leq \langle \sigma(\bar{u} - \bar{u}^\ell) - B'(\bar{p} - \bar{p}^\ell), \bar{u}^\ell - \bar{u} \rangle_U. \quad (4.24)
\]

Utilizing Lemma 4.14 and \( \langle \Theta \varphi, \varphi \rangle_{W_0(0,T)^\prime \cdot W_0(0,T)} \geq 0 \) for all \( \varphi \in W_0(0,T) \) we infer from (4.24) that

\[
0 \leq \langle B' \mathcal{A}^\ell \bar{u}^\ell - B' \mathcal{A} \bar{u}, \bar{u}^\ell - \bar{u} \rangle_U - \sigma \left\| \bar{u} - \bar{u}^\ell \right\|_U^2 \\
= \langle B' \mathcal{A}^\ell (\bar{u}^\ell - \bar{u}) + B' (\mathcal{A}^\ell - \mathcal{A}) \bar{u}, \bar{u}^\ell - \bar{u} \rangle_U - \sigma \left\| \bar{u} - \bar{u}^\ell \right\|_U^2 \\
\leq \langle \Theta S^\ell (\bar{u} - \bar{u}^\ell), S^\ell (\bar{u}^\ell - \bar{u}) \rangle_U + \|B' (\mathcal{A}^\ell - \mathcal{A}) \bar{u}\|_U \|\bar{u}^\ell - \bar{u}\|_U - \sigma \|\bar{u} - \bar{u}^\ell\|_U^2 \\
\leq \|B' (\mathcal{A}^\ell - \mathcal{A}) \bar{u}\|_U \|\bar{u}^\ell - \bar{u}\|_U - \sigma \|\bar{u} - \bar{u}^\ell\|_U^2 .
\]

Consequently,

\[
\left\| \bar{u} - \bar{u}^\ell \right\|_U \leq \frac{1}{\sigma} \|B' (\mathcal{A}^\ell - \mathcal{A}) \bar{u}\|_U .
\]

Now (4.22) and (4.23) follow from (4.20) and (4.19), respectively. \( \Box \)

In Algorithm 4.2 we formulate a discrete version of the primal-dual active set method (see Algorithm 4.1) which is utilized to solve \( (\hat{P}^\ell) \) in Section 5.

4.5. POD a-posteriori error analysis

In [72] a POD a-posteriori error estimates are presented which can be applied to our optimal control problem as well. Based on a perturbation method [16] it is deduced how far the suboptimal control \( \bar{u}^\ell \) is from the (unknown) exact optimal control \( \bar{u} \). Thus, our goal is to estimate the norm \( \|\bar{u} - \bar{u}^\ell\|_U \) without the knowledge of the optimal solution \( \bar{u} \). In general, \( \bar{u}^\ell \neq \bar{u} \) holds, so that
Algorithm 4.2 (POD discretized primal-dual active set strategy)

Require: POD basis \( \{ \psi_i \}_{i=1}^\ell \), starting value \((u^{\ell_0}, \lambda^{\ell_0})\) and maximal iteration number \( k_{\text{max}} \).

1: Set \( k = 0 \), determine the active sets
   \[
   \mathcal{A}_{a}^{\ell k} = \{ t \in [0, T] \mid \sigma u_i^{\ell k} + \lambda_i^{\ell k} < u_{ai} \text{ a.e.} \},
   \]
   \[
   \mathcal{A}_{b}^{\ell k} = \{ t \in [0, T] \mid \sigma u_i^{\ell k} + \lambda_i^{\ell k}(t) > u_{bi}(t) \}
   \]

   and the inactive sets \( \mathcal{I}_i^{\ell k} = [0, T] \setminus \mathcal{A}_i^{\ell k} \) with \( \mathcal{A}_i^{\ell k} = \mathcal{A}_{a}^{\ell k} \cup \mathcal{A}_{b}^{\ell k} \).

2: repeat
   3: Determine the solution \((y^{\ell}, u^{\ell}, p^{\ell})\) to the optimality system
      \[
      y^{\ell} = \tilde{y} + S\ell u^{\ell}, \quad p^{\ell} = \tilde{p} + A\ell u^{\ell}, \quad u^{\ell} = \begin{cases} u_a & \text{on } \mathcal{A}_{a}^{\ell k}, \\ u_b & \text{on } \mathcal{A}_{b}^{\ell k}, \\ Bp^{\ell}/\sigma & \text{on } \mathcal{I}_i^{\ell k}. \end{cases}
      \]
   4: Set \((y^{\ell,k+1}, u^{\ell,k+1}, p^{\ell,k+1}) = (y^{\ell}, u^{\ell}, p^{\ell}), \lambda^{\ell,k+1} = Bp^{\ell,k+1} - \sigma u^{\ell,k+1}\)
   and \( k = k + 1 \).
   5: Compute the active and inactive sets according to step 1.
   6: until \((A^{\ell k}_a = A^{\ell k-1}_a \text{ and } A^{\ell k}_b = A^{\ell k-1}_b) \text{ or } k = k_{\text{max}}\).

\( \bar{u}^{\ell} \) does not satisfy the variational inequality (4.16). However, there exists a function \( \zeta^{\ell} \in U \) such that
\[
\langle \sigma \bar{u}^{\ell} - B'\tilde{p}^{\ell} + \zeta^{\ell}, u - \bar{u}^{\ell} \rangle_U \geq 0 \quad \forall v \in U_{\text{ad}}, \quad (4.25)
\]
with \( \tilde{p}^{\ell} = \tilde{p} + A\tilde{u}^{\ell} \). Therefore, \( \bar{u}^{\ell} \) satisfies the optimality condition of the perturbed parabolic optimal control problem
\[
\min_{u \in U_{\text{ad}}} \tilde{J}(u) = J(\tilde{y} + Su, u) + \langle \zeta^{\ell}, u \rangle_U
\]
with “perturbation” \( \zeta^{\ell} \). The smaller \( \zeta^{\ell} \) is, the closer \( \bar{u}^{\ell} \) is to \( \bar{u} \). Next we estimate \( \|\bar{u} - \bar{u}^{\ell}\|_U \) in terms of \( \|\zeta^{\ell}\|_U \). By Lemma 4.10 we have
\[
B'(\tilde{p} - \tilde{p}^{\ell}) = B'\mathcal{A}(\bar{u} - \bar{u}^{\ell}) = -S'\Theta S(\bar{u} - \bar{u}^{\ell}) = S'\tilde{\Theta}(\tilde{y}^{\ell} - \tilde{y}) \quad (4.26)
\]
with \( \tilde{y}^{\ell} = \tilde{y} + Su^{\ell} \). Choosing \( u = \bar{u}^{\ell} \) in (4.16), \( u = \bar{u} \) in (4.25) and using (4.26) we obtain
\[
0 \leq \langle -\sigma(\bar{u} - \bar{u}^{\ell}) + B'(\tilde{p} - \tilde{p}^{\ell}) + \zeta^{\ell}, \bar{u} - \bar{u}^{\ell} \rangle_U
= -\sigma \|\bar{u} - \bar{u}^{\ell}\|_U^2 + \langle S'\tilde{\Theta}(\tilde{y}^{\ell} - \tilde{y}), \bar{u} - \bar{u}^{\ell} \rangle_U + \langle \zeta^{\ell}, \bar{u} - \bar{u}^{\ell} \rangle_U
= -\sigma \|\bar{u} - u^{\ell}\|_U^2 - \langle \Theta(\tilde{y} - \tilde{y}^{\ell}), \bar{u} - \bar{u}^{\ell} \rangle_{W_0(0,T), W_0(0,T)} + \langle \zeta^{\ell}, \bar{u} - \bar{u}^{\ell} \rangle_U
= -\sigma \|\bar{u} - \bar{u}^{\ell}\|_U^2 + \langle \zeta^{\ell}, \bar{u} - \bar{u}^{\ell} \rangle_U \leq -\sigma \|\bar{u} - \bar{u}^{\ell}\|_U^2 + \|\zeta^{\ell}\|_U \|\bar{u} - \bar{u}^{\ell}\|_U.
\]
Hence, we get the a-posteriori error estimation
\[
\|\bar{u} - \bar{u}^{\ell}\|_U \leq \frac{1}{\sigma} \|\zeta^{\ell}\|_U.
\]
Theorem 4.18. Suppose that Assumptions 1 and 2 hold. Let \( u \in U \) be arbitrarily given so that \( Su, Au \in H^1(0,T;V) \setminus \{0\} \). To compute a POD basis \( \{\psi_i\}_{i=1}^\ell \) of rank \( \ell \) we choose \( \varphi = 4 \), \( y^1 = Su \), \( y^2 = (Su)_t \), \( y^3 = Au \) and \( y^4 = (Au)_t \). Define the function \( \zeta_\ell^\ell(U) \) by

\[
\zeta_\ell^\ell(t) = \begin{cases} 
- \min(0, \zeta_\ell^\ell(t)) & \text{a.e. in } A_{ai}^\ell \\
\max(0, \zeta_\ell^\ell(t)) & \text{a.e. in } A_{bi}^\ell \\
- \zeta_\ell^\ell(t) & \text{a.e. in } [0,T] \setminus (A_{ai}^\ell \cup A_{bi}^\ell),
\end{cases}
\]

where \( \zeta_\ell^\ell = \sigma \tilde{u}^\ell - B'(\tilde{p} + A\tilde{u}^\ell) \) in \( U \). Then, the a-posteriori error estimate

\[
\|\tilde{u} - \tilde{u}^\ell\|_U \leq \frac{1}{\sigma} \|\zeta_\ell^\ell\|_U.
\]

(4.27)

In particular, \( \lim_{\ell \to \infty} \|\zeta_\ell^\ell\|_U = 0 \).

Proof. Estimate (4.27) has already be shown. We proceed by constructing the function \( \zeta_\ell^\ell \). Here we adapt the lines of the proof of Proposition 3.2 in [72] to our optimal control problem. Suppose that we know \( \tilde{u}^\ell \) and \( \tilde{p}^\ell = \tilde{p} + A\tilde{u}^\ell \). The goal is to determine \( \zeta_\ell^\ell \in U \) satisfying (4.25). We distinguish three different cases.

- Case \( \tilde{u}_i^\ell(t) = u_{ai}(t) \) for fixed \( t \in [0,T] \) and \( i \in \{1,\ldots,N_u\} \): Then, \( u_i(t) - \tilde{u}_i^\ell = u_i(t) - u_{ai}(t) \geq 0 \) for all \( u \in U_{ad} \). Hence, \( \zeta_\ell^\ell(t) \) has to satisfy

\[
(\sigma \tilde{u}^\ell - B'\tilde{p}^\ell)_{i}(t) + \zeta_\ell^\ell(t) \geq 0.
\]

(4.28)

Setting \( \zeta_\ell^\ell(t) = - \min(0, (\sigma \tilde{u}^\ell - B'\tilde{p}^\ell)_{i}(t)) \) the value \( \zeta_\ell^\ell(t) \) satisfies (4.28).

- Case \( \tilde{u}_i^\ell(t) = u_{bi}(t) \) for fixed \( t \in [0,T] \) and \( i \in \{1,\ldots,N_u\} \): Now, \( u_i(t) - \tilde{u}_i^\ell = u(t) - u_{bi}(t) \leq 0 \) for all \( u \in U_{ad} \). Analogously to the first case we define \( \zeta_\ell^\ell(t) = \max(0, (\sigma \tilde{u}^\ell - B'\tilde{p}^\ell)_{i}(t)) \) to ensure (4.28).

- Case \( u_{ai}(t) < \tilde{u}_i^\ell(t) < u_{bi}(t) \) for fixed \( t \in [0,T] \) and \( i \in \{1,\ldots,N_u\} \): Consequently, \( (\sigma \tilde{u}^\ell - B'\tilde{p}^\ell)_{i}(t) + \zeta_\ell^\ell(t) = 0 \) holds so that \( \zeta_\ell^\ell(t) = - (\sigma \tilde{u}^\ell - B'\tilde{p}^\ell)_{i}(t) \) guarantees (4.28).

It remains to prove that \( \zeta_\ell^\ell \) tends to zero for \( \ell \to \infty \). Here we follow adapt the proof of Theorem 4.11 in [72]. By Theorem 4.17-1), the sequence \( \{\tilde{u}^\ell\}_{\ell \in \mathbb{N}} \) converges to \( \tilde{u} \) in \( U \). Since the linear operator \( B'\mathcal{A} \) is bounded and \( \tilde{p}^\ell = \tilde{p} + A\tilde{u}^\ell \) holds, \( \{B'\tilde{p}^\ell\}_{\ell \in \mathbb{N}} \) tends to \( B'\tilde{p} = B'\tilde{u} \) as well. Hence, there exist subsequences \( \{\tilde{u}^{\ell_k}\}_{k \in \mathbb{N}} \) and \( \{B'\tilde{p}^{\ell_k}\}_{k \in \mathbb{N}} \) satisfying

\[
\lim_{k \to \infty} \tilde{u}^{\ell_k}(t) = \tilde{u}_i(t) \quad \text{and} \quad \lim_{k \to \infty} (B'\tilde{p}^{\ell_k})_{i}(t) = (B'\tilde{p})_{i}(t)
\]

f.a.a. \( t \in [0,T] \) and for \( 1 \leq i \leq N_u \). Next we consider the active and inactive sets for \( \tilde{u} \).

- Let \( t \in \mathcal{I}_i = \{t \in [0,T] | u_{ai}(t) < \tilde{u}_i(t) < u_{bi}(t)\} \) for \( i \in \{1,\ldots,N_u\} \). For \( k_\circ = k_\circ(t) \in \mathbb{N} \) sufficiently large, \( \tilde{u}_i^{\ell_k}(t) \in (u_{ai}(t), u_{bi}(t)) \) for all \( k \geq k_\circ \) and f.a.a. \( t \in \mathcal{I}_i \). Thus, \( (\sigma \tilde{u}^{\ell_k} - B'\tilde{p}^{\ell_k})_{i}(t) = 0 \) for all \( k \geq k_\circ(t) \) in \( \mathcal{I}_i \) a.e. This implies

\[
\zeta_\ell^{\ell_k}(t) = 0 \quad \forall k \geq k_\circ \text{ and f.a.a. } t \in \mathcal{I}_i.
\]

(4.29)
Suppose that $t \in A_{ai} = \{ t \in [0,T] \mid u_{ai}(t) = \bar{u}_i(t) \}$ for $i \in \{1, \ldots, N_u\}$. From $(\sigma \bar{u}_i - B'\bar{p}_i)(t) \geq 0$ in $A_{ai}$ a.e. we deduce
\[
\lim_{k \to \infty} \zeta_{i}^{\ell k}(t) = -\min(0, (\sigma \bar{u}^{\ell} - B'\bar{p}^{\ell})(t)) = 0 \quad \text{f.a.a. } t \in A_{ai}.
\]

Suppose that $t \in A_{bi} = \{ t \in [0,T] \mid u_{bi}(t) = \bar{u}_i(t) \}$. Analogously to the second case we find
\[
\lim_{k \to \infty} \zeta_{i}^{\ell k}(t) = 0 \quad \text{f.a.a. } t \in A_{bi}.
\]

Combining (4.29)-(4.30) we conclude that $\lim_{k \to \infty} \zeta_{i}^{\ell k}(t) = 0$ a.e. in $[0,T]$ and for $1 \leq i \leq N_u$. Utilizing the dominated convergence theorem [61, p. 24] we have
\[
\lim_{k \to \infty} \| \zeta_{i}^{\ell k} \|_U = 0.
\]

Since all subsequences contain a subsequence converging to zero, the claim follows from a standard argument. □

**Remark 4.19.**

1) Theorem 4.18 shows that $\| \zeta_{i}^{\ell} \|_U$ tends to zero as $\ell$ goes to infinity. Thus, $\| \zeta_{i}^{\ell} \|_U$ is smaller than any tolerance $\epsilon > 0$ provided that $\ell$ is taken sufficiently large. Motivated by this result we set up Algorithm 4.3. Note that the approximation quality of the POD Galerkin scheme is improved by only increasing the number of POD basis elements: A rank-$\ell$ POD basis can be extended to a rank-$(\ell + 1)$ POD basis by adding a new eigenfunction and keeping all the old ones. Especially, the system matrices and projected data functions can be extended by the new element, they do not have to be reconstructed in all components. Another approach is to update the POD basis in the optimization process; see, e.g., [1, 3, 42].

2) We infer from Proposition 3.12 and Remark 4.16-3) that Theorem 4.18 holds still true if we take $\varphi = 2$, $y^1 = Su$ and $y^2 = Au$.

3) In [69] POD a-posteriori error estimates are tested numerically for a linear-quadratic optimal control problem. It turns out that in certain cases a change of the POD basis is required in order to improve the approximation quality of the POD scheme; see also [42, 75], for instance.

4) Let us refer to [34], where POD a-posteriori error estimates are combined with a sequential quadratic programming method in order to solve a nonlinear PDE constrained optimal control problem. Furthermore, the presented analysis for linear-quadratic problems can be extended to semilinear optimal control problems by a second-order analysis; see in [35]. ◊

### 5. Numerical experiments

In this section we present numerical test examples to illustrate our theoretical findings. The programs are written in MATLAB utilizing the PARTIAL DIFFERENTIAL EQUATION TOOLBOX for the computation of the finite element (FE) discretization. For the temporal integration the implicit Euler method
Algorithm 4.3 (POD reduced-order method with a-posteriori estimator)

Require: Initial control $u^{0\ell} \in U$, initial number $\ell$ for the POD ansatz functions, a maximal number $\ell_{\text{max}} > \ell$ of POD ansatz functions, and a stopping tolerance $\epsilon > 0$.
1: Determine $\hat{y}, \hat{p}, y^1 = S u^{0\ell}, y^2 = A u^{0\ell}$.
2: Compute a POD basis $\{\psi_i\}_{i=1}^{\ell_{\text{max}}}$ choosing $y^1$ and $y^2$. Set $\ell = 1$.
3: repeat
4:   Establish the POD Galerkin discretization using $\{\psi_i\}_{i=1}^{\ell}$.
5:   Call Algorithm 4.2 to compute suboptimal control $\bar{u}^\ell$.
6:   Determine $\zeta^\ell$ according to Theorem 4.15 and compute $\epsilon_{\text{ape}} = \|\zeta^\ell\|_U / \sigma$.
7:   if $\epsilon_{\text{ape}} < \epsilon$ or $\ell = \ell_{\text{max}}$ then
8:      Return $\ell$ and suboptimal control $\bar{u}^\ell$ and STOP.
9:   end if
10:  Set $\ell = \ell + 1$.
11: until $\ell > \ell_{\text{max}}$

is applied based on the equidistant time grid $t_j = (j-1)\Delta t$, $j = 1, \ldots, n$ and $\Delta t = T/(n-1)$.

Run 5.1 (POD for the heat equation). Let us apply the setting of Example 4.1. We choose the final time $T = 3$, the spatial domain $\Omega = (0,2) \subset \mathbb{R}$, the Hilbert spaces $H = L^2(\Omega), V = H_0^1(\Omega)$, the source term $f(t, x) = t^3 - x^2$ for $(t, x) \in Q$ and the discontinuous initial value $y_0(x) = \chi_{(0.5,1.0)} - \chi_{(1.1,5)}$ for $x \in \Omega$, where, e.g., $\chi_{(0.5,1)}$ denotes the characteristic function on the subdomain $(0.5,1) \subset \Omega$, $\chi_{(0.5,1)}(x) = 1$ for $x \in (0.5,1)$ and $\chi_{(0.5,1)}(x) = 0$ otherwise. We consider a discretization of the controlled linear heat equation

\begin{equation}
\begin{aligned}
y_i(t, x) - \Delta y(t, x) &= f(t, x) + \sum_{i=1}^{m} u_i(t) \chi_i(x), \quad \text{a.e. in } Q, \\
y(t, x) &= 0, \quad \text{a.e. in } \Sigma, \\
y(0, x) &= y_0(x), \quad \text{a.e. in } \Omega.
\end{aligned}
\end{equation}

To obtain an accurate approximation of the exact solution we choose $n = 4000$ so that $\Delta t \approx 7.5 \cdot 10^{-4}$ holds. For the FE discretization we choose $m = 500$ spatial grid points and the equidistant mesh size $h = 2/(m+1) \approx 4 \cdot 10^{-3}$. Thus, the FE error – measured in the $H$-norm – is of the order $10^{-4}$. In the left graphic of Figure 5.1, the FE solution $y_h$ to the state equation (4.3) is visualized. To compute a POD basis $\{\psi_i\}_{i=1}^{\ell}$ of rank $\ell$ we utilize the multiple discrete snapshots $y_j^1 = y_h(t_j)$ for $1 \leq j \leq n$ as well $y_j^2 = 0$ and $y_j^2 = (y_h(t_j) - y_h(t_{j-1})/\Delta t, j = 2, \ldots, n$, i.e., we include the temporal difference quotients. We choose $X = H$ and utilize the (stable) singular value decomposition to determine the POD basis of rank $\ell$; compare Remark 2.12. We address this issue in a more detail in Run 5.4. Since the snapshots are FE functions, the POD basis elements are also FE functions. In the right plot of Figure 5.1,
the projection and reduced-order error given by

\[
\text{PROJ Error}(\ell) = \left( \sum_{j=1}^{n} \alpha_j \left\| y_h(t_j) - \sum_{i=1}^{\ell} \langle y_h(t_j), \psi_i \rangle_H \psi_i \right\|_{H}^2 \right)^{1/2},
\]

\[
\text{ROM Error}(\ell) = \left( \sum_{j=1}^{n} \alpha_j \left\| y_h(t_j) - y^\ell(t_j) \right\|_{H}^2 \right)^{1/2}
\]

are plotted for different POD basis ranks \( \ell \). The chosen trapezoidal weights \( \alpha_j \) have been introduced in (2.31). We observe that both errors decay rapidly and coincide until the accuracy \( 10^{-12} \), which is already significantly smaller than the FE discretisation error. This numerical result reflects the a-priori error estimates of Theorem 3.9.

\[\diamondsuit\]

**Run 5.2 (POD for a convection dominated parabolic problem).** To present a more challenging situation, we study a convection-reaction-diffusion equation with a source term which is close to being singular: Let \( T, \Omega, y_\circ, H \) and \( V \) be given as in Run 5.1. The time-independent bilinear form \( a \) corresponding to

\[
y_t(t, x) - \eta_2 y_{xx}(t, x) + \eta_1 y_x(t, x) + \eta_0 y(t, x) = f(t, x) + (Bu)(t, x), \quad \text{a.e. in } Q,
\]

\[
y(t, x) = 0, \quad \text{a.e. in } \Sigma,
\]

\[
y(0, x) = y_\circ(x), \quad \text{a.e. in } \Omega.
\]

is given by

\[
a(\phi, \varphi) = \eta_2 \langle \phi', \varphi' \rangle_H + \eta_1 \langle \phi', \varphi \rangle_H + \eta_0 \langle \phi, \varphi \rangle_H \quad \text{for } \varphi, \phi \in V.
\]

We choose the diffusivity \( \eta_2 = 0.025 \), the velocity \( \eta = 1.0 \) that determines the speed in which the initial profile \( y_\circ \) is shifted to the boundary and the reaction rate \( \eta_0 = -0.001 \). Finally, \( f(t, x) = \mathbb{P}(\frac{1}{1-t}) \cos(\pi x) \) for \((t, x) \in Q\), where \( \mathbb{P}(z)(t) = \min(+l, \max(-l, z(t))) \) restricts the image of \( z \) on a bounded interval. In this situation, the state solution \( y \) develops a jump at \( t = 1 \) for \( l \to \infty \); see the left plot of Figure 5.2. The right plot of Figure 5.2 demonstrates that
in this case, the decay of the reconstruction residuals and the decay of the errors are much slower. The manifold dynamics of the state solution require an inconvenient large number of POD basis elements. Since the supports of these ansatz functions in general cover the whole domain $\Omega$, the corresponding system matrices $M^\ell$ and $A^\ell$ of the reduced model (compare (3.16)) are not sparse in contrast to the matrices arising in the finite element Galerkin framework, so the model order reduction cannot be provided efficiently for this example if a good accuracy of the solution function $y^\ell$ is required.

Run 5.3 (True and exact approximation error). Let us consider the setting of Run 5.1 again. The exact solution to (4.3) does not possess a representation by elementary functions. Hence, the presented reconstruction and reduction errors actually are the residuals with respect to a high-order finite element solution $y^h$. To compute an approximation $y$ of the exact solution $y_{\text{ex}}$ we apply a Crank-Nicolson method (with Rannacher smoothing [58]) ensuring $\|y - y_{\text{ex}}\|_{L^2(0,T;H)} = O(\Delta t^2 + h^2) \approx 10^{-5}$. In the context of model reduction, such a state is sometimes called the “true” solution. To compute the FE state $y^h$ we apply the implicit Euler method. In the left plot of Figure 5.3 we compare the true solution with the associated POD approximation for different values $n = Nt \in \{64, 128, 256, ..., 8192\}$ of the time integration and for the spatial mesh size $h = 4 \cdot 10^{-3}$. For the norm we apply a discrete $L^2(0,T;H)$-norm as in Run 5.1. Let us mention that we compute for every $n$ a corresponding FE solution $y^h$. We observe that the residuals ignore the errors arising by the application of time and space discretization schemes for the full-order model. The errors decay below the discretization error $10^{-5}$. If these discretization errors are taken into account, the residuals stagnate at the level of the full-order model accuracy instead of decaying to zero; see the right plot of Figure 5.3. Due to the implicit Euler method we have $\|y^h - y_{\text{ex}}\|_{L^2(0,T;H)} = O(\Delta t + h^2)$ with $h = 4 \cdot 10^{-3}$. In particular, from $n \in \{64, 128, 256, ..., 8192\}$ it follows that $\Delta t > 3 \cdot 10^{-4} > h^2 = 1.6 \cdot 10^{-5}$. Therefore, the spatial error is dominated by the time error for all values of
Run 5.3: The ROM errors with respect to the true solution (left) and the exact one (right).

We can observe that the exact residuals do not decay below a limit of the order $\Delta t$. One can observe that for fixed POD basis rank $\ell$, the residuals with respect to the true solution increase if the high-order accuracy is improved by enlarging $n$, since the reduced order model has to approximate a more complex system in this case, where the residuals with respect to the exact solution decrease due to the lower limit of stagnation $\Delta t = 3/(n - 1)$.

Run 5.4 (Different strategies for the POD basis computation). Let $Y \in \mathbb{R}^{m \times n}$ denote the matrix of snapshots in the discrete setting, $W = (\langle \varphi_i, \varphi_j \rangle_X) \in \mathbb{R}^{m \times m}$ be the (sparse) spatial weight matrix arising from the finite element basis $\{\varphi_i\}_{i=1}^m$ and $D = \Delta t \text{diag}(\frac{1}{2}, 1, \ldots, 1, \frac{1}{2}) \in \mathbb{R}^{n \times n}$ be the trapezoidal time integration matrix fitting to implicit Euler discretization. As it is stated in Remark 2.11, the POD basis $\{\psi_i\}_{i=1}^\ell$ of rank $\ell$ can be determined by providing an eigenvalue decomposition of the matrix $\hat{Y}^\top \hat{Y} = W^{1/2} Y D Y^\top W^{1/2} \in \mathbb{R}^{m \times m}$, one of $\hat{Y}^\top \hat{Y} = D^{1/2} Y^\top W Y D^{1/2} \in \mathbb{R}^{n \times n}$, or a singular value decomposition of $\hat{Y} = W^{1/2} Y D^{1/2} \in \mathbb{R}^{m \times n}$. Since $n \gg m$ in Runs 5.1-5.3, the first variant is the cheapest one from a computational point of view. In case of multiple space dimensions or if a second-order time integration scheme such as some Crank-Nicolson technique is applied, the situation is converse. On the other hand, a singular value decomposition is more accurate than an eigenvalue decomposition if the POD elements corresponding to eigenvalues/singular values which are close to zero are taken into account: Since $\lambda_i = \sigma_i^2$ holds for all eigenvalues $\lambda_i$ and singular values $\sigma_i$, the singular values are able to decay to machine precision, where the eigenvalues stagnate significantly above. This is illustrated in the left graphic of Figure 5.4. Indeed, for $\ell > 20$ the EIG-ROM system matrices become singular due to the numerical errors in the eigenfunctions and the reduced order system is ill-posed in this case while the SVD-ROM model remains stable. In the right plot of Figure 5.4 POD elements are constructed with respect to different scalar products and the resulting ROM errors are compared: $\| \cdot \|_H$-residuals for $X = H$ (denoted by POD(H)), $\| \cdot \|_V$-residuals for $X = V$ (denoted by POD(V)), $\| \cdot \|_V$-residuals.
for $X = H$ (denoted by POD(H,V)), which also works quite well, the consideration of time derivatives in the snapshot sample (denoted by POD(H,dt)) which allows to apply the a priori error estimate given in (3.19) and the corresponding sums of singular values (denoted by SV(H,dt)) corresponding to the unused eigenfunctions in the latter case which indeed nearly coincide with the ROM errors. In many applications, the quality of the reduced order model does not vary significantly if the weights matrix $W$ refers to the space $X = H$ or $X = V$ and if time derivatives of the used snapshots are taken into account or not. Especially, the ROM residual decays with the same order as the sum over the remaining singular values, $\|y - y^f\|_{W(0,T)} \sim \sum_{i=\ell+1}^{\infty} \sigma_i$, independent of the chosen geometrical framework.

**Run 5.5 (Iterative methods for the optimal control problem).** In this numerical test we consider solution techniques for the linear-quadratic optimal control problem ($P$). We define the weights $\sigma_Q = 1$, $\sigma_\Omega = 0$, the desired state $y_Q(t, x) = t(1 - (x - 1)^2)$ for $(t, x) \in Q$, the desired final state $y_\Omega = 0$ (which is redundant due to $\sigma_\Omega = 0$, of course), the upper and lower bounds $u_a = 0.25$, $u_b = 0.75$, the control operator $(Bu)(t, x) = u_1(t)\chi_{\Omega_1}(x) + \cdots + u_{10}(t)\chi_{\Omega_{10}}(x)$, where $\{\Omega_i | i = 1, \ldots, 10\}$ is a uniform partition of $\Omega$ (especially, $(B^*p)_i(t) = \int_{\Omega_i} \chi_i(x)p(t, x) dx$ holds) and initial control $u_0(t) \equiv 1$.

1) **Banach fixed point method:** The first-order necessary and sufficient optimality conditions (4.13) can be reformulated as the equivalent fixpoint problem

$$u = \mathbb{P}\left( \frac{1}{\sigma} \left( B' Au - B' \hat{p} \right) \right) =: F(u),$$

where $\mathbb{P}(u) = \min(\max(u, u_a), u_b)$ is the orthogonal projection on the set of admissible points $U_{ad}$. The optimal control $\bar{u} \in U$ can therefore be determined by the Banach fixpoint iteration $u_{k+1} = F(u_k) \ (k > 0)$
with arbitrary initialization \( u_0 \in U_{\text{ad}} \) provided that \( F \) is a contraction. Since \( \mathbb{P} \) is Lipschitz-continuous with respect to the Lipschitz constant 1, we get

\[
\|F(u) - F(v)\|_U \leq \frac{\|B'\mathcal{A}\|_{L(U)}}{\sigma} \|u - v\|_U \quad \text{for all } u, v \in U,
\]

so the contraction of \( F \) is guaranteed if the regularization parameter \( \sigma \) is sufficiently large. Except of matrix multiplications, each iteration step requires the forward solving of the state equation for \( \tilde{y}(u) = Su \) and the backwards solving of the adjoint equation for \( \tilde{p} = Au \). As it can be observed in the left plot of Figure 5.5, the iteration indeed does not converge if \( \sigma \) is smaller than some critical value \( \sigma_0 \approx 0.02 \). Furthermore, the convergence speed of the iteration loop tends to zero for \( \sigma \downarrow \sigma_0 \). We therefore can make use of this method if the control term \( \|u\|_2^2/2 \) in the objective functional \( J \) models a control cost such as the required energy and hence shall be small. On the other hand, if we just penalize the objective functional to enforce the strict convexity property and are interested in the case \( \sigma \to 0 \) (the resulting controls usually are of “bang-bang”-type in this case, i.e. \( u(t) \in \{u_a, u_b\} \) for almost all \( t \in [0, T] \)), we shall apply some other optimization technique.

2) Projected gradient method: A suitable steepest descent method for the control-constrained optimization problem is the projected gradient algorithm; see, [37], for instance. Here, the next iteration point is given by the formula \( u_{k+1} = \mathbb{P}(u_k + s_k d_k) \), where \( d_k = -\nabla J(u_k) = -\sigma u_k + B'(A u_k + \tilde{p}) \) is the direction of the steepest descent of \( J \) in the current iteration point \( u_k \) and \( s_k > 0 \) is chosen by Algorithm 5.1. This procedure is globally convergent. However, as before, the convergence speed becomes extremely slow for \( \sigma \to 0 \). In addition, if the step size condition \( \tilde{J}(u_k + s^{(j)} d_k) \leq \tilde{J}(u_k) - c/s^{(j)} \|d_k\|_U \) is just fulfilled for very
**Algorithm 5.1** (Backtracking strategy)

**Require:** Maximal number $j_{\text{max}}$ of iterations and parameter $c \in (0, 1)$.

1: Set $s^{(0)} = 1$ and $j = 1$.

2: while $\tilde{J}(u_k + s^{(j)}d_k) > \tilde{J}(u_k) - c/s^{(j)} \|d_k\|_U$ and $j < j_{\text{max}}$ do

3: Set $s^{(j+1)} = s^{(j)}/2$ and $j = j + 1$.

4: end while

5: return $s_k = s^{(j)}$

---

**Figure 5.6.** Run 5.5: The number of grid points, where the previous and the actual active sets differ for different regularization parameters $\sigma$.

Small step sizes $s^{(j)}$, many evaluations of the reduced objective functional are required to test whether $\tilde{J}(u_k + s^{(j)}d_k) \leq \tilde{J}(u_k) - cs^{(j)} \|d_k\|_U$ is satisfied. Here, each evaluation requires to solve the state equation. Therefore, also the single iteration steps may become quite expensive. The right plot of Figure 5.5 demonstrates that also the projected gradient method cannot deal with small regularizations. In contrast to the Banach iteration, the residuals decay for arbitrarily small values of $\sigma$, but the numerical effort explodes if $\sigma$ tends to zero.

3) **Primal-dual active set strategy:** This method – see Algorithm 4.1 for the infinite-dimensional case and Algorithm 4.2 for the POD discretization – solves the state and the adjoint equation simultaneously within the implicit linear scheme

$$u_{k+1}(t) = \chi_{A_k^a}(t)u_a + \chi_{A_k^b}(t)u_b(t) + \chi_{T_k}(t)\frac{1}{\sigma}(B'Au_{k+1})(t)$$

f.a.a. $t \in [0, T]$. Since this technique is equivalent to a semismooth Newton procedure [24] locally superlinear convergence rates are provided. Further, the algorithm is able to deal with smaller regularizations than the other two methods presented: Reasonable computation times are provided for all $\sigma > \sigma_0 \approx 0.0002$, see Figure 5.6. For parameters below this critical value, the bang-bang-control $u$ oscillates between $u_a$ and
Run 5.6 (Different Galerkin expansions). In this run we compare the modified POD Galerkin expansions (3.13) for the state variable and (4.17) for the dual variable with the standard Galerkin approximations:

\[
y^\ell(t) = \sum_{i=1}^{\ell} y^\ell_i(t) \psi_i, \quad p^\ell(t) = \sum_{i=1}^{\ell} p^\ell_i(t) \psi_i \quad \text{for } t \in [0, T],
\]

(5.3)

We choose the same setting as in Run 5.5. Let \( \sigma = 0.1 \). In Figures 5.7 and 5.8 we plot the optimal FE solution components \((\bar{y}^h, \bar{u}^h, \bar{p}^h, \bar{\lambda}^h)\) obtained by using the primal-dual active set strategy. We observe that the support of the multiplier \( \mathcal{B} \bar{\lambda}^h \) coincides with the active set for the control variable \( \mathcal{B} \bar{u}^h \). Further, the relation \( \bar{u}^h = \mathbb{P}(\mathcal{B}' \bar{p}^h / \sigma) \) can be observed. As it is stated in Remark 3.8-1) the advantage of the modified Galerkin ansatz is that the ROM errors do not include the projection of the initial value on the POD space. Figure 5.9 illustrates the impact of homogenization, where we not only plot the ROM errors, but also the a-posteriori error estimate for different \( \ell \); compare Section 4.5. First we see that the ROM errors and the a-posteriori error estimate nearly coincide in all scenarios. In the left plot of Figure 5.9
the POD basis is computed from snapshots of the state equation taking the control guess \( u_0 \equiv 1 \). One observes that the dynamics of the corresponding homogeneous snapshots in the modified ansatz are not sufficient to decrease the control error below a level of \( 10^{-3} \) while the standard Galerkin ansatz, exploiting also the dynamics of the initial value and the inhomogeneity, induces a higher dimensional POD space and leads to an error order below \( 10^{-6} \). In the right plot of Figure 5.9 the optimal FE control \( \bar{u}_h \) creates the snapshots. Here, the modified Galerkin ansatz pays: The approximation error in the standard Galerkin ansatz is dominated by the projection error of the initial value \( y_0 \) on the POD Galerkin ansatz space. This example also shows that good approximations of the reduced order model are just guaranteed in the case that the snapshots which build up the POD basis include the dynamics of the optimal state solution; otherwise, enlarging the POD basis rank does not necessarily improve the accuracy of the results. Algorithm 4.3 proposes a solution for this problem: Here, basis updates are provided if the a
posteriori error estimator presented in Theorem 4.18 indicate that the control error does not decay in the current POD model. Figure 5.9 shows that these error bounds are sharp. Indeed, if the algorithm is initialized with the control guess \( u_0 \equiv 1 \) and a single basis update is provided, i.e., a new POD basis is calculated with respect to the achieved suboptimal POD control \( \tilde{u}_{1}^{\ell_{\text{max}}} \). This new POD basis coincides with the POD basis associated with the best (but usually unknown) control guess \( \bar{u}^h \). Thus, the resulting error decay by enlarging \( \ell \) is the same one as in the right graphic of Figure 5.9. In Figure 5.10 the first POD basis functions are presented for the modified and standard Galerkin expansions. Consequently, the reconstruction of the initial condition \( y_0 \) with the standard Galerkin ansatz works quite well as it is demonstrated in Figure 5.11 – especially, due to the shape of the POD basis functions, no oscillations at the jump points occur as can be observed by trigonometric Fourier approximations, for instance. For the modified POD Galerkin ansatz it is neither required nor possible to build up the initial value \( y_0 \) accurately. But this is not needed, because the initial condition is explicitly included in the initial condition; see (3.13). If the model data is perturbed by noise, the improvement of homogenization is even significantly stronger. For the following simulation, we add random data onto the initial value \( y_0 \). The controls gained by the modified model then reach the optimal precision \( 10^{-13} \) with 29 POD basis functions, where even 50 basis elements are not sufficient in the standard ansatz to decrease the error below a level of \( 10^{-11} \), see Figure 5.12. We observe that the noise in the initial value is inherited to the POD basis elements of the modified Galerkin ansatz; despite of this perturbation, their shape does not differ much from those of the POD basis for the unperturbed initial conditions standard Galerkin ansatz. This is different for the standard POD Galerkin ansatz; compare Figures 5.10 and 5.13.
Figure 5.11. Run 5.6: The reconstruction error \( \Psi^\ell y_0 = \sum_{i=1}^\ell \langle y_0, \psi_i \rangle_H \psi_i \) for the initial condition \( y_0 \) for the modified (left) and the standard (right) POD Galerkin expansions.

Figure 5.12. Run 5.6: The optimal state solution for perturbed initial data (left) and the ROM errors for the two POD ansatzes (right).

Figure 5.13. Run 5.6: The first POD basis elements for the modified (left) and the standard (right) Galerkin expansion in case of the perturbed initial condition.
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