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Abstract

It is known that the maximum entropy moment systems of the gas-dynamical
Boltzmann equation suffer from severe disadvantages which are related to the non-
solvability of an underlying maximum entropy moment problem unless restrictions on
the choice of the macroscopic variables are made. In this article, we show that no such
difficulties appear in the semiconductor case if Kane’s dispersion relation is used for
the energy band of electrons.
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1 Introduction

The direct integration of the transport equation coupled to the Poisson equation for the
description of the motion of charges in semiconductors is a daunting computational task.
Since one usually is not interested to the complete details of the distribution function but
to quantities as average electron density, energy, velocity, several macroscopic models for
charge transport in semiconductors have been developed. For a complete review on the
subject the interested reader can see [1].
These models are based on the moment systems arising from the Boltzmann equation and
require suitable closure assumptions. A physically sound way to get the sought closure
relations is based on the maximum entropy principle (hereafter MEP). It is based on the
information theory of Shannon [2] and has been introduced in statistical physics in [3, 4].
From a mathematical point of view MEP gives an approximation of the exact distribution
function in terms of a finite number of moments and require to solve a constrained opti-
mization problem. However this latter does not always admit a solution. This disadvantage
can been seen in the case of gas dynamics when one considers moments with respect to
weight functions represented by polynomials in the microscopic velocity of degree higher
than two [5, 6, 7, 8].
Since the parabolic approximation for the energy band of electrons leads to a moment
system with the same type of weight functions, the same drawback of the gas dynamics
arises.
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The main goal of the present article is to show that such a problem is overcome when one
employs the Kane model for the energy band. It is proved that the corresponding maxi-
mum entropy models are symmetric hyperbolic systems with convex domains of definition
and that the equilibria are interior points, guaranteeing the validity of expansions around
equilibrium states.
The plan of the article is the following. In section 2 the maximum entropy problem is
presented for the moment systems arising in charge transport inside semiconductors. The
solvability of such a problem is analyzed in section 3 while in the last section the cases of
the Euler-Poisson model and the 8-moment one are treated in more detail, giving numerical
results about the realizability region.

2 The maximum entropy moment systems for electrons in

semiconductors

We consider a Boltzmann type model to describe the dynamics of electrons in semicon-
ductor lattices. In a semi classical approximation [9], a kinetic description of electrons in
a semiconductor is given by a transport equation for the one particle distribution function
f(t,x,k), which represents the probability of finding an electron at time t in an elementary
volume dxdk, around position x and with crystal momentum k,

∂f

∂t
+ vi(k)

∂f

∂xi
− e

~
Ei

∂f

∂ki
= C[f ]. (1)

Here e is the absolute value of the electron charge, k represents the crystal momentum
of the electron and E is the electric field which is related to the electron distribution by
Poisson’s equation:

E = −∇φ, ε∆φ = −e(ND − NA − n),

where φ is the electric potential and ε the permittivity of the semiconductor. ND and
NA are respectively the donor and acceptor density. They depend only on x and are
considered as known functions. n is the electron density which is related to f by

n =

∫

B
fdk,

B being the first Brillouin zone. This latter is a set of positive Lebesgue measure, sym-
metric with respect to the origin. Its properties can be found in the textbooks of solid
state physics, e.g. in [10]. The right hand side C[f ] in (1) is the collision operator, which
takes into account scattering of the electrons with acoustical and optical phonons and
with impurities (for further details see [11, 12]). The electron velocity v(k) depends on
the electron energy E by the relation

v(k) =
1

~
∇kE .

In general, the expression of E (the so called band structure) depends on the material and
is very complicated. A simple approximation is given by the parabolic band: the effective
mass is a constant scalar m∗, the relation between energy and wave vector is

E(k) =
~

2|k|2
2m∗

, k ∈ R
3,
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and therefore

v(k) =
~

m∗
k.

A more refined approximation is Kane’s dispersion relation which takes into account the
non-parabolicity at high energies. In this case

E(k) =
1

1 +
√

1 + 2 α
m∗ ~2|k|2

~
2|k|2
m∗

=

√

1

4α2
+

~2|k|2
2αm∗

− 1

2α
, k ∈ R

3

where α > 0 is the non-parabolicity parameter. The corresponding electron velocity is

v(k) =
1

√

1 + 2α
m∗ ~2|k|2

~

m∗
k.

Besides the electron density n, other physically relevant quantities are the average electron
velocity u relative to the crystal, assumed to be at rest,

u =
1

n

∫

R3

v(k)f dk,

the average electron energy

W =
1

n

∫

R3

E(k)f dk,

and the flux of energy

S =
1

n

∫

R3

v(k)E(k)f dk.

In other words, all the quantities of interest can be written as suitable moments of the dis-
tribution function f . To generalize this observation, we introduce general weight functions
ai : R

d 7→ R and the corresponding moments

ρi = 〈f, ai〉 , i = 1, . . . ,m

where 〈·, ·〉 denotes k integration. Of course in the case of physical interest d = 3. Ob-
serving that both n,u, and W,S are v-polynomial moments of mass density f and energy
density Ef respectively, we split the vector of weight functions a into two subgroups. The
first m1 components of a are chosen as (P1(v(k)), . . . , Pm1

(v(k))) where P1, . . . , Pm1
are

linearly independent polynomials with P1(v) = 1, and the remaining m2 components give
rise to energy moments (E(k)Q1(v(k)), . . . , E(k)Qm2

(v(k))) where, again, Q1, . . . , Qm2

are linearly independent polynomials and Q1(v) = 1.
We remark that the choice of the weight functions leads to a system of balance law which
does not satisfy Galilean invariance. In fact, as shown in [13], Galilean invariance requires
that the weight functions are polynomials in v. As a consequence, the present approach
does not help to cure the problem of the maximum entropy approach in the gas dynamical
case. In the case of semiconductor equations, however, the non-Galilean invariance is part
of the model because the equations are written in a reference frame comoving with the
semiconductor crystal (see [14]).
Since the direct numerical approximation of the kinetic equation (1) is very expensive
due to the high dimensionality of the problem, and in view of the fact that one is rather

3
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interested in moments of f than in f itself, it is a natural idea to derive equations directly
for the averaged quantities. Multiplying (1) with weight functions a = (a1, . . . , am)T and
integrating over k (abbreviated by 〈·, ·〉), we obtain equations for the moments

∂ρ

∂t
+

∂

∂xj
〈f, vja〉 = 〈C[f ] + γE · ∇kf,a〉 , γ = e/~. (2)

The system would be closed if the particle distribution could be expressed in terms of the
moment vector ρ

f(t,x,k) = F (ρ(t,x),k)

A method to obtain such a relationship is the maximum entropy approach where F (ρ,k)
is taken as solution of the problem

maximize H(f) = −〈f, log f − 1〉
with f ≥ 0 and 〈f,a〉 = ρ

(3)

Variants and generalizations of this basic idea have been pursued by several authors [4,
5, 15, 16, 17, 18] and in [1, 14, 19, 20, 21, 22] the approach has been applied to the
semiconductor Boltzmann equation.
For general ai, the formal solution of (3) is obtained with the method of Lagrange multi-
pliers. We introduce the Lagrange functional

L(f,λ) : = H(f) − λ · (ρ − 〈f,a〉)

where λ is the vector of Lagrange multipliers. The necessary condition that all directional
derivatives vanish in the maximum fλ leads to

0 = δL(fλ,λ) = (− log fλ + λ · a) δfλ

so that
fλ = exp(λ · a). (4)

Finally, the Lagrange multipliers λ are chosen in such a way (if possible) that the moment
constraints ρ = 〈fλ,a〉 are satisfied which gives rise to a function λ = λ(ρ). We then
introduce F (ρ,k) = fλ(ρ)(k).
Using the maximum entropy distribution, we can now close the moment system (2) and
obtain

∂ρ

∂t
+

∂

∂xj
Gj(ρ) = P (ρ) (5)

where Gj and P are given by

Gj(ρ) = 〈F (ρ), vja〉 , P (ρ) = 〈C[F (ρ)] + γE · ∇kF (ρ),a〉

It can be shown (see, for example, [5, 17]) that η(ρ) = −H(F (ρ)) is a (locally) strictly
convex entropy for the system (5). Moreover, from the properties of the collision operator,
the positivity of the entropy production has been proved in [25, 26, 27]. The existence of
a convex entropy implies that (5) is symmetric hyperbolic. However, this nice property
alone does not guarantee practicability of the model (5). Depending on the choice of weight
functions ai, it can happen that problem (3) is not always solvable, i.e. that there exist
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moment vectors ρ which cannot be written as a-moments of any exponential density fλ =
exp(λ ·a). Since the domain of definition U of Gj and P is given by those moment vectors
for which the solution of (3) exists, the non-solvability implies that U does not coincide
with the set of all a-moments (which is an open, convex cone). This structural deficiency
of U is accompanied by the disadvantage that the equilibrium states are located on ∂U
and that they are singular points of the flux functions Gj. This has been demonstrated
for maximum entropy moment systems which are based on polynomial weight functions
[6, 7, 23, 24]. Since the parabolic band approximation also leads to such polynomial
weights, similar conclusions apply.
Our main goal in this article is to show that Kane’s model is superior to the parabolic
band approximation in the sense that the corresponding moment system has a nice math-
ematical structure: it is a symmetric hyperbolic system with an open and convex domain
of definition. The equilibria are interior points and the fluxes are regular at these states so
that expansions around equilibria are reasonable in contrast to the parabolic band case.
As already mentioned, the hyperbolicity is an immediate structural feature of the moment
system and since equilibria are contained in U , they have to be interior points if the domain
of definition is open. The smoothness of the fluxes follows from the inverse function
theorem using the fact that λ 7→ 〈fλ,a〉 is continuously differentiable with a positive
definite Jacobian matrix 〈fλ,a ⊗ a〉: for any vector 0 6= ξ ∈ R

m, we have

m
∑

i,j=1

〈fλ, aiaj〉 ξiξj =

〈

fλ,

(

m
∑

i=1

ξiai

)2〉

which is strictly positive if the weight functions are, for example, continuous and linearly
independent. Thus, what remains to be checked is that U is open and convex. We prove
this fact by showing the solvability of (3) for all possible moment vectors ρ, or in other
words, by showing that U coincides with the open convex cone of all a-moments.

3 Solvability of the maximum entropy problem

3.1 Statement of the main result

In order to state our main result, we first reformulate (3). For notational convenience, we
measure E , k,v in units 1/(2α),

√

m∗/(2α~2), and 1/
√

2αm∗ which leads to

E(k) =
√

1 + |k|2 − 1, v(k) =
k

√

1 + |k|2
. (6)

For small k, we see a similarity to the parabolic band approximation because E(k) ∼ |k|2/2
and v(k) ∼ k. For large k, however, v(k) is bounded and E(k) grows only linearly due to
the estimates

|v(k)| < 1, |k| − 1 ≤ E(k) ≤ 2|k| + 1. (7)

Based on E and v and two sets {P1, . . . , Pm1
}, {Q1, . . . , Qm2

} of linearly independent
polynomials with P1 = Q1 = 1, we define the weight functions as

a = (P1(v), . . . , Pm1
(v), EQ1(v), . . . , EQm2

(v))T . (8)

5
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Since the assumption of a three dimensional k-space is not relevant for our argument, we
assume k ∈ R

d. The moment set related to the weights ai is generated by the functions in

F = {f ≥ 0 : f 6≡ 0, |a|f ∈ L
1(Rd)}. (9)

Here, f ≥ 0 and f 6≡ 0 are to be understood in the measure theoretic sense, i.e. {x : f(x) >
0} should have positive Lebesgue measure. The corresponding moments are collected in

M = {〈f,a〉 : f ∈ F}. (10)

Using this notation and the definition of the entropy functional

H(f) = −〈f, log f − 1〉 , (11)

we can restate (3) as
maximize H(f)

subject to f ∈ F and 〈f,a〉 = ρ
(12)

Our main result is

Theorem 1 The maximum entropy moment problem (12) is uniquely solvable for any ρ

inside the open, convex cone M. The solution is an exponential density exp(λ · a) for

some λ ∈ R
m depending on ρ.

As already mentioned, a similar result does not hold for the maximum entropy moment
problem with polynomial weight functions arising in connection with the parabolic band
approximation. In this case, one can find moment vectors in M which are arbitrarily close
to the moment vector of a Maxwellian but for which the maximum entropy problem is not

solvable. This may seem surprising in view of Theorem 1 and the fact that, for small k,
the moment functions in Kane’s approach essentially coincide with polynomial moments.
However, the non-solvability is a consequence of the behavior of the exponential densities
for large k which is quite different for the two models.
In order to prove Theorem 1, we are going to use a general result of Csiszar about the
solvability of minimum relative entropy problems on sets of probability measures [28]. The
connection between the two results is based on a few simple transformations. First, we
observe that, up to normalization, every f ∈ F can be viewed as a probability density.
The normalization f ∗ = f/ 〈f, 1〉 is abbreviated by a ∗-superscript and its image of F is
denoted F∗. Since we assume a1 = 1, the moment vector of f ∗ has the structure

〈f∗,a〉 = (1, ρ2/ρ1, . . . , ρm/ρ1)
T , ρ = 〈f,a〉 ,

which gives rise to a normalization operation acting on vectors in R
m

α∗ = (α2/α1, . . . , αm/α1)
T , α ∈ R

m, α1 > 0.

Note that a∗ = (a2, . . . , am)T because a1 = 1 and thus 〈f,a〉 = ρ implies 〈f ∗,a∗〉 = ρ∗.
Apart from the passage to probability measures, we consider the functional of relative
entropy. If P and R are probability measures on the Borel sets B on R

d, such that P has
a density with respect to R, i.e.

P (A) =

∫

A
pR dR, A ∈ B

6
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the relative entropy (or I-divergence) is defined as

I(P ||R) =

∫

pR log pR dR.

As measure R we are going to use

R(A) =

∫

A
g∗ dk, g(k) = exp(−E(k)) (13)

where g is integrable since E(k) grows linearly (see (7)). Then, if Pf∗ has density f ∗ ∈ F∗

with respect to the Lebesgue measure, it has density f ∗/g∗ with respect to R and

I(Pf∗ ||R) =

∫

f∗

g∗
log

f∗

g∗
dR =

∫

f∗ log
f∗

g∗
dk

Using the definition (11) of H and

log f∗ = log f − log 〈f, 1〉 , log g∗ = −E − log 〈g, 1〉 ,

we obtain the relation

I(Pf∗ ||R) = − 1

〈f, 1〉H(f) + 1 + log
〈g, 1〉
〈f, 1〉 +

〈f, E〉
〈f, 1〉 . (14)

Since 〈f, 1〉 and 〈f, E〉 are constant on the set of densities f ∈ F with 〈f,a〉 = ρ, we see
that maximizing H subject to 〈f,a〉 = ρ is equivalent to

minimize I(Pf∗ ||R)

subject to f ∗ ∈ F∗ and 〈f∗,a∗〉 = ρ∗ (15)

In summary, we have

Proposition 2 Let ρ ∈ M. Then problem (12) has a unique solution f ∈ F if and only if

(15) has a unique solution f ∗ ∈ F∗. The relation between f and f ∗ is given by f = ρ1f
∗.

In particular, if f ∗ = c exp(ξ ·a∗) for some ξ ∈ R
m−1 and some c > 0, then f = exp(λ ·a)

with λ = (log(cρ1), ξ1, . . . , ξm−1)
T .

Csiszar’s result, which is presented in the next section, shows that (15) is even uniquely
solvable with an exponential density if Pf∗ is replaced by general probability measures P
on R

d which have the correct moments. In connection with Proposition 2 this immediately
yields Theorem 1.

3.2 A general result by Csiszar

Csiszar’s result [28] applies to general measurable spaces (X,H) with weight functions
a∗ = (a2, . . . , am) being H-measurable. Note that a∗

i can be general measurable functions
here. We only keep the previous notation to be consistent with our use of Csiszar’s
theorem. By P we denote the set of probability measures on (X,H) and for P,R ∈ P, we
write P � R if P has an R-density, i.e.

P (A) =

∫

A
pR dR, A ∈ H

7
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The entropy of P relative to R is defined as

I(P ||R) =

{

∫

pR log pR dR P � R

+∞ P 6� R

To state Csiszar’s theorem, we introduce for any ρ∗ ∈ R
m−1 the set of all measures with

moments ρ∗

E(ρ∗) = {P ∈ P : a∗ ∈ L
1(P ),

∫

a∗ dP = ρ∗}.

Since our aim is to find a minimizer of the relative entropy I(P ||R) over P ∈ E(ρ∗) for
some fixed R ∈ P, we restrict ourselves to those moment vectors ρ∗ for which at least one
corresponding P ∈ P has finite relative entropy, i.e.

AR = {ρ∗ ∈ R
m−1 : ∃P ∈ E(ρ∗) such that I(P ||R) < ∞}.

The last ingredient is the set TR which contains all coefficient vectors ξ ∈ R
m−1 for which

the density exp(ξ · a∗) is R-integrable

TR = {ξ ∈ R
m−1 : exp(ξ · a∗) ∈ L

1(R)}.

Using this notation, Theorem 3.3 of [28] can be formulated as

Theorem 3 Assume TR is open and let ρ∗ ∈ intAR. Then the problem

min
P∈E(ρ∗)

I(P ||R)

has a unique solution P ∈ P with P � R and density pR = c exp(ξ · a∗) for some vector

ξ ∈ R
m−1 and some c > 0.

In order to apply Theorem 3 to our particular choice of weight functions and moment
vectors, we just have to check its assumptions. In the following sections, we show that for
any ρ ∈ M there exists f ∈ F such that 〈f,a〉 = ρ and f log f ∈ L

1(Rd). In view of (14)
this implies that the set of all normalized moments

M∗ = {〈f∗,a∗〉 : f∗ ∈ F∗}

is contained in AR and since M∗ is open (Corollary 8), we have M∗ ⊂ intAR. The
remaining condition that TR is open is shown in Proposition 12. While the condition
ρ∗ ∈ intAR follows from very basic properties of the weight functions (linear independence
and analyticity), the condition that TR is open requires a detailed investigation of the
growth behavior of a(k) for |k| → ∞.
Finally, we want to remark that Theorem 3 is not helpful in the parabolic band ap-
proximation where E(k) = |k|2/2 and the weights are simply polynomials in k where
at least one of them grows faster than quadratic, say like |k|4. While it is still possi-
ble to show ρ∗ ∈ intAR, it is generally not true that TR is open, essentially because
exp(−|k|2/2 + 0 · |k|4) ∈ L

1 but exp(−|k|2/2 + ε|k|4) 6∈ L
1 for any ε > 0 (see [6, 7] for

details).

8
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3.3 The weight functions

Before considering the moment set M in more detail, we collect a few basic properties of
the weight functions. Our first result concerns the linear independence.

Proposition 4 The components of the vector of weight functions a defined in (8) are

linearly independent.

Proof: Assuming the opposite, we could find γi ∈ R with
∑ |γi| > 0 such that

∑

γiai(k) =
0 for all k ∈ R

d. Setting

P (v) =

m1
∑

i=1

γiPi(v), Q(v) =

m2
∑

i=1

γi+m1
Qi(v)

this implies
P (v(k)) + E(k)Q(v(k)) = 0, ∀k ∈ R

d. (16)

If we show that (16) implies P = Q = 0, the linear independence of Pi and Qi leads to
∑ |γi| = 0, in contradiction to the assumption. To show P = Q = 0, we take any e ∈ R

d

with |e| = 1 and set

p(s) = P (se), q(s) = Q(se), s ∈ R.

Note that v(se) = s(1 + s2)−1/2e and ε(s) = E(se) =
√

1 + s2 − 1. Relation (16) implies

p

(

s√
1 + s2

)

+ ε(s)q

(

s√
1 + s2

)

= 0 ∀s ∈ R.

Dividing by ε(s) and sending s to ±∞ yields q(±1) = 0 so that q(s) = (1− s2)q̃(s). Hence

p

(

s√
1 + s2

)

+ ε(s)
1

1 + s2
q̃

(

s√
1 + s2

)

= 0, ∀s ∈ R.

and by sending again s to ±∞, we find p(±1) = 0, i.e. p(s) = (1− s2)p̃(s). Altogether, we
get

p̃

(

s√
1 + s2

)

+ ε(s)q̃

(

s√
1 + s2

)

= 0, ∀s ∈ R.

Repeating the argument, we conclude that p = q = 0 since otherwise the degree of p
and q would be larger than any fixed number. Since we picked e arbitrarily, we also find
P = Q = 0 which concludes the proof.

While linear independence only implies that the zero set {k : β · a(k) = 0} of a linear
combination β ·a of the weight functions cannot be very big (the whole space R

d), we will
need the stronger property that the zero set must be very small in the following sense.

Definition 5 A set of measurable functions a1, . . . , am on R
d has the pseudo-Haar prop-

erty if for any 0 6= β ∈ R
m, the zero set of β · a has zero Lebesgue measure.

Proposition 6 The components of the vector of weight functions a defined in (8) have

the pseudo-Haar property.

9
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Proof: We follow the argument presented in [29]: since E ,v, Pi, Qi are analytic, also the
weights ai are analytic and since the zero set of any non-zero analytic function on R

d has
vanishing Lebesgue measure, the linear independence of the weight functions implies the
pseudo-Haar property.

3.4 The moment cone

Since M = {〈f,a〉 : f ∈ F} is the image of F under the linear mapping f 7→ 〈f,a〉, the
obvious property of F being a convex cone carries over to M.

Proposition 7 The moment set M is an open convex cone in R
m.

Proof: It remains to show that M is open which we do by using the same argument as
in [29]. Assuming that ρ̄ = 〈f,a〉 is a boundary point of M, there exists 0 6= β ∈ R

m such
that (ρ − ρ̄) · β ≥ 0 for all ρ ∈ M due to convexity. However, the function h ∈ F defined
by

h(k) =

{

3
2f(k) β · a(k) < 0
1
2f(k) β · a(k) ≥ 0

has a moment vector ρ = 〈h,a〉 which satisfies

(ρ − ρ̄) · β = 〈h − f,β · a〉 = −1

2
〈f, |β · a|〉 < 0

which is strictly negative because |β · a| can vanish at most on a set of measure zero due
to the pseudo-Haar property. Hence, the assumption that ρ̄ is a boundary point leads to
a contradiction and M is therefore open.

We remark that the set M∗ of normalized moments is obtained by intersecting the cone
M and the hyperplane {1} × R

m−1, i.e.

M∩ {1} × R
m−1 = {1} ×M∗.

Consequently, M∗ is also convex because both M and {1} × R
m−1 are convex. Since

M is open in Rm, the intersection is open in the relative topology of {1} × Rm−1 which
is equivalent to the usual topology of R

m−1 (up to the bijection (1,α) 7→ α between
{1} × R

m−1 and R
m−1).

Corollary 8 The set of normalized moments M∗ is open and convex in R
m−1.

3.5 The entropy functional

A minimal requirement for the maximum entropy problem (12) to have a solution is the
existence of at least one density f ∈ F with 〈f,a〉 = ρ which has a finite entropy. This
question is considered here.

Proposition 9 Let ρ ∈ M. Then there exists a function f ∈ F with 〈f,a〉 = ρ and

f log f ∈ L
1(Rd). In particular, f ∗ satisfies 〈f ∗,a∗〉 = ρ∗ and f∗ log f∗ ∈ L

1(Rd).

10
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Proof: Since M is open, there exists a hypercube with vertices η1, . . . ,η2m in M which
has ρ as its center point. By definition of M, each ηi is the moment vector of some fi ∈ F .
For j ∈ N, we set

f
(j)
i (k) =

{

min{j, fi(k)} |k| < j

0 |k| ≥ j

Using the dominated convergence theorem, it then follows that

η
(j)
i =

〈

f
(j)
i ,a

〉

−−−→
j→∞

〈fi,a〉 = ηi.

Hence, for j large enough, the vectors η
(j)
i will also be in M and ρ will be in their convex

hull., i.e. there exist ωi ≥ 0 which add up to one, such that

ρ =
2m
∑

i=1

ωiη
(j)
i

(the argument is based on a simple application of the implicit function theorem – see [8]

for details). Setting f =
∑

i ωif
(j)
i , we thus have ρ = 〈f,a〉 with f being bounded and of

compact support. Consequently, f log f ∈ L
1(Rd). The result for f ∗ follows by normal-

ization.

3.6 The Lagrange multipliers

In [7, 8] it is shown that the topology of the set

Λ = {λ ∈ R
m : exp(λ · a) ∈ L

1(Rd)} (17)

(the so called Lagrange multipliers) determines the solvability of the maximum entropy
problem. Also in Csiszar’s theorem, it is decisive that the set

TR = {ξ ∈ R
m−1 : exp(ξ · a∗) ∈ L

1(R)} (18)

is open in R
m−1. Note that Λ and TR are closely related if we choose the probability

measure R according to (13). In fact, if ξ ∈ TR then exp(ξ · a∗) exp(−E) ∈ L
1(Rd)

so that the vector H(ξ) defined by H(ξ) · a = ξ · a∗ − E is contained in Λ. Note that
H(ξ) = Bξ−b is an affine linear mapping where the vector b is the unit vector which picks
out the component E of the weight vector, i.e. b ·a = E and B is the canonical embedding
operator of R

m−1 into R
m, i.e. Bξ = (0, ξ1, . . . , ξm−1)

T . Conversely, H(ξ) ∈ Λ implies that
ξ ∈ TR (by multiplying H(ξ) = λ by BT and using that BT B is the identity on R

m−1).
Altogether, we conclude that TR is the pre-image of Λ and since H is continuous we find
that TR is open in R

m−1 if Λ is open in R
m. In the following, we therefore restrict our

considerations to a characterization of Λ.
Introducing the polynomial vectors P = (P1, . . . , Pm1

)T , Q = (Q1, . . . , Qm2
)T and splitting

λ ∈ R
m into λ1 ∈ R

m1 , λ2 ∈ R
m2 , we have by definition of the weight functions

λ · a = λ1 · P (v) + λ2 · Q(v)E .

11
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In view of (7), the velocity v(k) is a bounded function of k and thus also P (v(k)) and
Q(v(k)). Integrability of exp(λ · a) can therefore only be achieved if the factor λ2 · Q(v)
in front of E is uniformly negative for large k since E grows linearly (see (7)). Observing
that v(k) tends to the unit sphere for |k| → ∞, this leads to the integrability condition
on λ2

λ2 · Q(e) < 0 ∀e ∈ Sd−1, (19)

where Sd−1 is the unit sphere of R
d. With the following result, we make our considerations

more precise (for ease of notation, we identify (λ1,λ2) ∈ R
m1×R

m2 with
(

λ1

λ2

)

∈ R
m1+m2).

Lemma 10 Let λ1 ∈ R
m1 and λ2 ∈ R

m2 such that (19) is satisfied. Then (λ1,λ2) ∈ Λ.

Proof: Assume λ2 · Q(e) < 0 for all |e| = 1. Then there exists µ > 0 such that
λ2 · Q(e) ≤ −µ for all |e| = 1. In particular, we can find δ > 0 such that

λ2 · Q(v) ≤ −µ/2, 1 − δ ≤ |v| ≤ 1

and we remark that, in view of (6),

|v| ≥ 1 − δ ⇔ |k| ≥ 1 − δ
√

1 − (1 − δ)2
= D.

Since |v(k)| < 1 for all k ∈ R
d, we have

|λ1 · a1(k)| ≤ |λ1| max
|v|≤1

|P (v)| = C1

and thus
λ · a(k) ≤ C1 −

µ

2
E(k), |k| ≥ D.

On |k| ≤ D we can find uniform bounds so that

λ · a(k) ≤ C2 −
µ

2
E(k), k ∈ R

d

with a suitable C2 > 0. Taking into account that for |k| ≥ 2

E(k) = |k|
√

1/|k|2 + 1 − 1 ≥ |k| − |k|/2 =
|k|
2

we eventually get the estimate

λ · a(k) ≤ C − ν|k|, k ∈ R
d

for some C, ν > 0 which yields exp(λ · a(k)) ≤ exp(C − ν|k|), i.e. λ ∈ Λ.

The next result shows that (19) is also necessary for integrability.

Lemma 11 Let λ1 ∈ R
m1 and λ2 ∈ R

m2 such that (19) is violated. Then (λ1,λ2) 6∈ Λ.

12
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Proof: Our aim is to show that λ · a is bounded from below on a set Ωs̄ of infinite
measure. If Q(v) = λ2 · Q(v) satisfies Q(e0) ≥ 0 with |e0| = 1, we set

Ωs̄ = {se0 + δ : s ≥ s̄, |δ| ≤ 1, δ · e0 = 0}

which is a cylinder of radius one around the direction e0. In particular, |Ωs̄| = ∞ for all
s̄ ≥ 0. An obvious parameterization of Ωs̄ is given by [s̄,∞) × B where B = {δ ∈ R

d :
|δ| ≤ 1, δ · e0 = 0}. Then k(s, δ) = se0 + δ and s(k) = k · e0, δ(k) = k − (k · e0)e0. For
|k| we have the estimate

s2 ≤ |k(s, δ)|2 ≤ s2 + 1 (20)

respectively, for s̄ ≥ 1,
s ≤ |k(s, δ)| ≤ 2s. (21)

Using the estimates |k|/2 ≤ E(k) ≤ 2(1 + |k|) for |k| ≥ 2 from the proof of Lemma 10, we
conclude that

s/2 ≤ E(k(s, δ)) ≤ 4(1 + s) s ≥ 2, δ ∈ B. (22)

Using (20) and the definition of v, we find

0 ≤ 1 − |v(k(s, δ))|2 ≤ 1 − s2

s2 + 2
= 1 − 1

1 + 2
s2

.

An elementary estimate shows 1 − 1/(1 + x) ≤ x for −1 < x ≤ 1 and hence

0 ≤ 1 − |v(k(s, δ))|2 ≤ 2

s2
s ≥ 2, δ ∈ B. (23)

Similarly, we find

0 ≤ 1 − v(k(s, δ)) · e0 ≤ 1 − s√
2 + s2

and the elementary estimate 1 − 1/
√

1 + x ≤ x for 0 ≤ x ≤ 1 yields

0 ≤ 1 − v(k(s, δ)) · e0 ≤ 2

s2
s ≥ 2, δ ∈ B. (24)

Using the relation |v − e0|2 = |v|2 − 1 + 2(1 − v · e0) together with (24) and (23), we get

|v(k(s, δ)) − e0| ≤
√

8

s
s ≥ 2, δ ∈ B. (25)

In particular, for any ε > 0, we can find s̄(ε) > 2 such that |v(k)−e0| < ε for all k ∈ Ωs̄(ε).
Assuming first that Q(e0) > 0, we can find ε > 0 such that Q(v) ≥ 0 for all |v − e0| < ε.
Hence, Q(v(k))E(k) ≥ 0 for all k in the cylinder Ωs̄(ε) and with C1 = max|v|≤1 |λ1 ·P (v)|,
we conclude

exp(λ · a) ≥ exp(−C1), ∀k ∈ Ωs̄(ε)

which implies λ 6∈ Λ since Ωs̄(ε) has infinite measure.
In the case that e0 is a root of Q, we can find ε > 0 and C > 0 such that

|Q(v)| ≤ C|v − e0| if |v − e0| < ε. (26)

13
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Hence, on Ωs̄(ε), we have with (22), (25), (26) C1 = max|v|≤1 |λ1 · P (v)|

λ · a(k(s, δ)) ≥ −C1 − 4(1 + s)C

√
8

s
≥ −C1 − 8

√
8C = −K s ≥ s̄(ε) ≥ 2.

Again exp(λ · a) ≥ exp(−K) on the set Ωs̄(ε) of infinite measure implies λ 6∈ Λ.

Altogether, we have shown that Λ coincides with the set

C = {(λ1,λ2) : λ1 ∈ R
m1 ,λ2 ∈ R

m2 , λ2 · Q(e) < 0 ∀|e| = 1}. (27)

Proposition 12 The set Λ defined in (17) is a non-empty, open, convex cone in R
m. In

particular, TR defined in (18) with R given by (13) is open in R
m−1.

Proof: In view of our considerations above, it suffices to show that C defined in (27) is

a non-empty, open, convex cone. Since Q1 = 1, we find (0,−e
(m2)
1 ) ∈ C 6= ∅, where e

(m2)
1

is the first unit vector in R
m2 . Also convexity follows easily from the definition. Finally, if

(λ1,λ2) ∈ C, we can find µ > 0 such that max|e|=1 λ2 ·Q(e) ≤ −µ. Since Q(e) is bounded
for |e| = 1, we also find δ > 0 such that |δ2 · Q(e)| < µ/2 for all δ2 ∈ R

m2 with |δ2| < δ.
Hence (λ1 + δ1,λ2 + δ2) ∈ C for all |δ1|, |δ2| < δ which shows that C is open.

3.7 Proof of Theorem 1

In view of Proposition 2 it suffices to show that, for given ρ ∈ M, problem (15) has a
unique solution of exponential type. Since ρ ∈ M implies ρ∗ ∈ M∗, Corollary 8 and
Proposition 9 in connection with (14) can be used to show that ρ∗ ∈ intAR. Finally, TR

is open according to Proposition 12 and Theorem 3 shows that (15) has a unique solution
with R-density c exp(ξ · a∗), or equivalently, with Lebesgue density

c exp(ξ · a∗)
exp(−E)

〈exp(−E), 1〉 = exp(λ · a)

where
λ = (log(c/ 〈exp(−E), 1〉), ξ1, . . . , ξm−1)

T .

This concludes the proof of Theorem 1.

REMARK. From the proof of Theorem 1 one can see that the boundedness of |v(k)| is the
important property. Therefore a similar result can be expected for more general dispersion
relations which exhibit an effect of saturation for the modulus of v(k).

4 The moment cone for the 5-moment and 8-moment MEP

system

In this section we analyze in detail some specific MEP systems of relevance in the appli-
cations. The main aim is to give a numerical indication about the moment cone which
represents the physical region where the solutions of the MEP systems can be found.

14
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First the 5-moment system representing the Euler-Poisson model is studied, eventually
the hydrodynamical one based on the macroscopic electron density, velocity, energy and
energy-flux is analyzed. In order to make the results physically more transparent the
original variables instead of the scaled one are again introduced. The numerical results
are concerned with silicon and therefore α = 0.5 while for the effective mass we use the
value m∗ = 0.32me with me being the electron mass in vacuum.

4.1 The Euler-Poisson model

It is based on the same moments employed in ideal gas dynamics, that is density n, average
velocity u and average energy W . The resulting balance equations are

∂n

∂t
+

∂(nui)

∂xi
= 0, (28)

∂(nui)

∂t
+

∂(nU ij)

∂xj
= −enEjH

ij + nC i
u, (29)

∂(nW )

∂t
+

∂(nSj)

∂xj
= −neukE

k + nCW , (30)

where

U ij =
1

n

∫

R3

fvivjdk, H ij =
1

n

∫

R3

1

~
f

∂vi

∂kj
dk,

Ci
u =

1

n

∫

R3

C[f ]vidk, CW =
1

n

∫

R3

C[f ]E(k)dk.

Of course in the parabolic band approximation the left hand side of the previous equations
is the same of that arising for monatomic gases.
For the 5-moment case the weight function vector is

a = (1,v, E)

and the corresponding Lagrange multipliers are given by the vector

λ = −
(

λ,λv, λW
)

.

The MEP distribution function reads

fλ = exp
(

−λ − λv
i v

i − λWE
)

(31)

and one has the straightforward characterization of the cone Λ

Λ =
{

λ = −
(

λ,λv, λW
)

: λ ∈ R
5, λW > 0

}

which is obviously convex and open. We remark that

∂vi

∂kj
=

~

m∗





δij
√

1 + 2α
m∗ ~2|k|2

−
2α
m∗ ~

2kikj
[

1 + 2α
m∗ ~2|k|2

]3/2





are bounded regular functions so that the moments H ij are well defined for each fλ with
λ ∈ Λ.

15
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By choosing a reference frame (e1, e2, e3) adapted to u, one can write u = u3e3 and
λv = λv

3e3 while in spherical coordinates v(k) = v(E)(sin θ cos φ, sin θ sinφ, cos θ), where

v(E) =

√

2E(1 + αE)

m∗(1 + 2αE)2
(32)

is the modulus of v in terms of E .
By writing

dk =
m∗

~3

√

2m∗E(1 + αE)(1 + 2αE)dE dΩ

with elementary solid angle dΩ, the explicit relations between the Lagrange multipliers
and the macroscopic variables are given by

n = 4
√

2π
(m∗)3/2

~3
e−λd0 (33)

u3 =
1

d0

∫ ∞

0
v(E)e−λW E

√

E(1 + αE)(1 + 2αE)

[

sinh z

z2
− cosh z

z

]

dE (34)

W =
1

d0

∫ ∞

0
Ee−λW E

√

E(1 + αE)(1 + 2αE)
sinh z

z
dE (35)

with

z = λv
3 v(E), (36)

d0 =

∫ ∞

0
e−λW E

√

E(1 + αE)(1 + 2αE)
sinh z

z
dE (37)

Practically there is not limitation on n. Therefore it is relevant only to study the depen-
dence of u3 and W on λv

3 and λW . In order to have an estimate about the moment cone
M we have numerically evaluated the relations (34)-(35). We remark that as z 7→ 0 some
numerical difficulty arises which can be easily overcome by using for |z| � 1 the Taylor
expansions

sinh z

z
= 1 +

1

6
z2 +

1

120
z4 + O(z5),

sinh z

z2
− cosh z

z
= −1

3
z − 1

30
z3 + O(z5).

In figure 1 there is plotted the image of the rectangle
{

(λv
3/
√

m∗, λW ) ∈ [−10, 10] × [1, 65]
}

under the mapping (λv
3, λ

W ) 7→ (u3,W ) defined by the relations (34)-(35). λv
3/
√

m∗ is
expressed in 1/

√
eV and λW in 1/eV .

In electron device simulations typical values of the energy are between 0.03 eV and 0.5 eV
and typical values of the average velocity u are between zero and few times the saturation
velocity vS which is about 105 m/sec in silicon. The figure 1 shows that the moment cone
is sufficiently wide to enclose the relevant physical region of density, velocity and energy.

4.2 The 8-moment model

The 8-moment model describes the electron as a heat-conducing gas and has been con-
sidered in several articles [1, 14, 21, 22] where the relations between Lagrange multipliers

16
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Figure 1: image of the rectangle
{

(λv
3/
√

m∗, λW ) ∈ [−10, 10] × [1, 65]
}

under the mapping
(λv

3, λ
W ) 7→ (u3,W ) defined by the relations (34)-(35).
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and basic moments are obtained by expansions in terms of a small anisotropy parameter.
Here the analysis of the dependence on the multipliers is studied for the exact closure.
As fundamental macroscopic variables one takes the density n, the average velocity u, the
average energy W and the average energy-flux S. The resulting balance equations are

∂n

∂t
+

∂(nui)

∂xi
= 0, (38)

∂(nui)

∂t
+

∂(nU ij)

∂xj
= −enEjH

ij + nC i
u, (39)

∂(nW )

∂t
+

∂(nSj)

∂xj
= −neukE

k + nCW , (40)

∂(nSi)

∂t
+

∂(nF ij)

∂xj
+ neEjG

ij = nCSi , (41)

where, with respect to the 5-moment case, the additional tensorial quantities are defined
as

Gij =
1

n

∫

R3

1

~
f

∂

∂kj
(Evi)dk,

F ij =
1

n

∫

R3

fvivjE(k)dk,

CSi =
1

n

∫

R3

C[f ]viE(k)dk.

For the 8-moment case under consideration the weight function vector is

a = (1,v, E , Ev)

and the corresponding Lagrange multipliers are given by the vector

λ = −
(

λ,λv, λW ,λW
)

.

The MEP distribution function reads

fλ = exp
(

−λ − λv
i v

i − λWE − λW
i Evi

)

(42)

and, by taking into account the dependence of the modulus of v on E (see fig. 2), one has
the following characterization of the moment cone Λ

Λ =
{

λ =
(

λ,λv, λW ,λW
)

: λ ∈ R
8, λW > 0 and v∞|λW | < λW

}

,

where v∞ = 1/
√

2αm∗ is the asymptotic value of v(E).
Again, the additional moments Gij do not introduce further restrictions on the domain of
definition Λ because

1

~

∂

∂kj
(Evi) = vivj +

E
~

∂vi

∂kj

is integrable together with the exponential densities fλ.
In the next considerations we limit ourselves to the case when u and S are collinear. This
is certainly verified for 1-D problems.

18
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Figure 2: modulus of v as function of E . Note that it is an increasing function with
asymptotic value v∞ = 1/

√
2αm∗ which is about 7.4 ×105 m/sec in Silicon.

By choosing a reference frame (e1, e2, e3) adapted to u, one can write u = u3e3, S = S3e3,
λv = λv

3e3 and λW = λW
3 e3.

The explicit relation between the Lagrange multipliers and the macroscopic variables are
given by

n = 4
√

2π
(m∗)3/2

~3
e−λd0, (43)

u3 =
1

d0

∫ ∞

0
v(E)e−λW E

√

E(1 + αE)(1 + 2αE)

[

sinh y

y2
− cosh y

y

]

dE , (44)

W =
1

d0

∫ ∞

0
Ee−λW E

√

E(1 + αE)(1 + 2αE)
sinh y

y
dE , (45)

S3 =
1

d0

∫ ∞

0
Ev(E)e−λW E

√

E(1 + αE)(1 + 2αE)

[

sinh y

y2
− cosh y

y

]

dE , (46)

with

y =
(

λv
3 + EλW

3

)

v(E), (47)

d0 =

∫ ∞

0
e−λW E

√

E(1 + αE)(1 + 2αE)
sinh y

y
dE (48)

Again there is not limitation on n. Therefore it is relevant only to study the dependence
of u3, W and S3 on λv

3, λW and λW
3 . In order to have an estimate about the moment cone

M we have numerically evaluated the relations (44)-(46).
In figure 3 there are plotted some cross-sections of the moment cone obtained as images of
cross-sections of Λ under the mapping (λv

3, λ
W , λW

3 ) 7→ (u3,W, S3) defined by the relations

(44)-(46). λv
3/
√

m∗ is expressed in 1/
√

eV, λW in 1/eV and λW
3 /

√
m∗ in 1/

√
eV3.
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We have considered the images of the cuts
{

λW
3 /

√
m∗ = 0, (λv

3/
√

m∗, λW ) ∈ [−15, 15] × [5, 74]
}

,
{

λW
3 /

√
m∗ = 10, (λv

3/
√

m∗, λW ) ∈ [−15, 15] × [20, 39]
}

,
{

λW
3 /

√
m∗ = 15, (λv

3/
√

m∗, λW ) ∈ [−15, 15] × [20, 39]
}

,
{

λW
3 /

√
m∗ = −10, (λv

3/
√

m∗, λW ) ∈ [−15, 15] × [20, 39]
}

.

The figure 3 shows that also in the 8-moment model the moment cone is sufficiently wide
to enclose the relevant physical region of density, velocity, energy and energy-flux.
At last we have numerically inverted the relations (44)-(46) for given values of the mo-
ments. n is set equal to one in arbitrary units without loss of generality because it influ-

ences only the value of λ. The corresponding distributions, normalized as fME/(2
√

2π (m∗)3/2

~3 ),
have been plotted versus the energy and E and cos θ since in the one dimensional case there
is symmetry with respect to the angle φ.
In figure 4 we compare the results for two sets of values of moments

W = W0, u = 103m/sec, S = 0 and W = W0, u = 104m/sec, S = 0,

where W0 = 0.039 eV is the equilibrium energy at the room temperature of 300 o K. For
the multipliers λv

3, λ
W , λW

3 one finds (in the same units used above)

λv
3/
√

m∗ = −0.1982, λW = 39.6472, λW
3 /

√
m∗ = 2.2545

in the first case and

λv
3/
√

m∗ = −1.9139, λW = 39.9371, λW
3 /

√
m∗ = 21.2887

in the other case. One can observe that the maximum of the distribution increases with
the velocity.
In figure 5 we compare the results for other values of moments

W = 0.2eV, u = 103m/sec, S = 104m eV/sec and W = 0.2eV, u = 105m/sec, S = 104m eV/sec,

One gets the multipliers

λv
3/
√

m∗ = 1.1109, λW = 8.8073, λW
3 /

√
m∗ = −3.8693

in the first case and

λv
3/
√

m∗ = −3.5707, λW = 8.7404, λW
3 /

√
m∗ = 6.7119

in the other case. By increasing S, λW
3 /

√
m∗ tends to the critical value λW and, as

consequence, the maximum of fME increases. The same happens for the last set of moment

W = 0.3eV, u = 105m/sec, S = 104m eV/sec and W = 0.35eV, u = 105m/sec, S = 104m eV/sec,

for which we have the multipliers

λv
3/
√

m∗ = −2.9952, λW = 6.0804, λW
3 /

√
m∗ = 4.2214

and
λv

3/
√

m∗ = −2.8077, λW = 5.3011, λW
3 /

√
m∗ = 3.5276.

The corresponding distributions are plotted in figure 6.
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Figure 3: Some cross-sections of the moment cone obtained as images of Λ under the
mapping (λv

3, λ
W , λW

3 ) 7→ (u3,W, S3) defined by the relations (44)-(46).
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Figure 4: fME/(2
√

2π (m∗)3/2

~3 ) for the two set of moments n = 1a.u.,W = W0, u =
103m/sec, S = 0 and n = 1a.u.,W = W0, u = 104m/sec, S = 0.
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Figure 5: fME/(2
√

2π (m∗)3/2

~3 ) for the two set of moments n = 1a.u.,W = 0.2eV, u =
103m/sec, S = 104m eV/sec and n = 1a.u.,W = 0.2eV, u = 105m/sec, S = 104m eV/sec.
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Figure 6: fME/(2
√

2π (m∗)3/2

~3 ) for the two set of moments n = 1a.u.,W = 0.3eV, u =
105m/sec, S = 104m eV/sec and n = 1a.u.,W = 0.35eV, u = 105m/sec, S = 104m eV/sec.
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