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Exercise 10 (Newton’s method for finding roots) (3 Points)
Consider the functions f, g : R — R given by

f(z)=2*—22+2 and g(z) = sin(z).

(1) We apply Newton’s method to the function f with starting point zo = 0. Show that
the Newton iteration has two accumulation points which are both not roots of f.

(2) Find a starting point xy such that the Newton iteration for the funtion g is of form
Tk :iL'O—FkT(', ke N>0.

(3) Generate suitable plots (Matlab) for illustrating the non-convergence in (1) and (2).

Optimal control problem

We consider the following optimization problem:

min J(y,u) subject to Ay = Bu (1)
with J: R" x R™ — R, A € R™" invertible and B € R™*™,
So far, we have only considered optimization problems where the unknowns play sim-

ilar roles. Since the matrix A~! exists this is different here. For each u € R™ (“arbitrarily
chosen”) there exists an associated solution y € R™ to Ay = Bu by

y = A"'Bu. (2)

This is why we call u the control and y the associated state.
We can introduce the reduced cost functional f : R™ — R as

f(u) := J(A ' Bu,u), (3)

which depends only on the control variable. This gives the unconstrained optimization
problem

min f(u). (4)

u€R™



In the following we consider the quadratic cost functional
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where \ > 0.

Exercise 11 (2 Points)

e Write down the reduced cost functional for (5) and compute the reduced gradient

Vf(u).

e We derive an optimality system from the necessary condition V f(u*) = 0. It consists
of three equations containing no inverse matrices.
Let u* € R™ with V f(u*) = 0. Perform the following steps:

1. The first equation is Ay* = Bu*. Reinsert the state y* into the formula for
Vf(u").

2. We introduce an additional variable: The adjoint state p* € R™ solving

ATp" = (y" — ya)- (6)

This is the second equation of the optimality system. Now, insert p* into the

formula for V f(u*).
3. Derive the third equation by solving V f(u*) = 0.

Exercise 12 (Lagrange formalisme) (2 Points)
Define the Lagrange function by

L:R™™ 5 R
L(y,u,p) = J(y,u) — (Ay — Bu,p)s.

Show that the optimality system from Exercise 11 is equivalent to

(7)

VL(y",u",p") =0, (8)

which is the necessary optimality condition known from Analysis II.



