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Solution W1
See your lecture notes.

Solution W2

(a) TRUE Suppose v,w € V. Then f(v) = f(w) if and only if f(v —w) = 0, since f is
linear. If ker f = 0 then v —w = 0, so v = w. Hence f is injective. Conversely, if f is
injective then f(v) = 0 implies v = 0. So ker f = 0.

(b) FALSE For any scalar product (-,-), (v,v) takes only non-negative values.

c) TRUE Every basis for U can be extended to a basis for V.

(
(

)
)
d) FALSE For instance, a 1 x 1 matrix can not be multiplied by a 2 x 2 matrix.
e) TRUE If f were linear, then for all v € V, f(0) = f(0.v) = 0.f(v) = 0.

)

(
(f) FALSE Take V = RR? as an R-vector space and v; = (0,0), vo = (1,0). Then v is not a
linear combination of ;.

(g) TRUE Since {v1,...,0n,Vp41} has n + 1 elements and dim V' = n, there exists 0 <
i < n+ 1 such that v; is a linear combination of elements in {vy,...,v41}\{vi}. The
set {v1, ..., Unr1}\{vi} spans V. Since dimV = n, {vy,...,v,41}\{v;} is a basis for V.
Therefore {vy, ..., v,11}\{v;} is linearly independent.

(h) TRUE Suppose V,U,W are K-vector spaces and f : V — U, g : U — W are linear
maps. Let u,v € V and A € K. Then

(gof)(utAv) = g(f(utdv)) = g(f(u)+A.f(v)) = g(f(w)+A.g(f(v)) = (9of)(u)+A.(gof)(v).
So go f is linear.

(i) TRUE See lecture notes.

(J)) TRUE See lecture notes.

(k) TRUE Check group axioms.

0

FALSE Let V = R as an R-vector space. No basis contains both 1 and 2 since they are
linearly dependent but 1 # 2.

(m) TRUE Any set containing the zero vector in linearly dependent since 1.0 = 0.

(n) FALSE Let V' = R as an R-vector space. The vectors 1,2, 3 span (generate) V' but V/
has dimension 1.



(o) FALSE For any vector space V' and any non-zero w € V' the function f(v) = w — v is
not linear since f(0) = w # 0.

(p) TRUE Since z,y,z are linearly dependent, there exists a,b,c € K not all zero such
that a.x + b.y + c.z = 0. Since x,y are linearly independent, ¢ # 0. Therefore z =
—ajcx —b/cy.

(q) FALSE Let V = R? and = = (1,0),y = (0,1),z = (0,1). Then z,y are linearly
independent, x, y, z are linearly dependent and z is not in the span of y, z.

(r) TRUE Suppose z,y are linearly dependent. Then there exists a,b € K (with at least
one of a,b non-zero) such that ax + by = 0. If a # 0 then x = —b/ay. If b # 0 then
y=—a/bx.

(s) TRUE For any such f, dimker f + dimimf = dim V. So dim f < dim V.
(t) TRUE

(u) FALSE Let V = RR? and U be the space spanned by (1,1). Then (1,0),(0,1) is a basis
for V' and neither vector is contained in U.

(v) TRUE Suppose v € V. Then f(v) € imf. So f(v) € ker f. So f2(v) = f(f(v)) = 0.
Therefore f2 = 0.

(w) TRUE See Bemerkung 2.1.11.

(x) TRUE Suppose that v € V' and v is non-zero. Then (v,v) > 0. Let (v,v) = ¢. For any
strictly positive s € R, s/t has a square root in R. We have that (\/s/tv, /s/tv) = s
and (0,0) = 0. So (v,v) takes all positive values in R.

Solution W3

(i) The subset U is not a subspace, since U does not contain the zero vector.

(i) The subset U is a subspace. For all z € R, 22 > 0. Therefore 22 < 0 implies x; = 0.
Let z,y € U and r € R. Then

0 0
= 9 andy = | o
T3 Ys
for some x1, x9,y1, 72 € R. So
0 0 0
r4+ry=| z2 | +r| yo | =\ x2+7rys | €U.
T3 Y3 T3 +T1Ys3

Therefore U is a subspace of R3.



A basis for U is

0 0
1],[ o
1

The dimension is 2.

(iii) The subset U is a subspace. Let z,y € U and r € R. There exists x1,22,91,y2 € R

such that
T U1
T = To and y = Yo
r1+ T Y1+ Y2
So
1 Y1 1+ Ty
r+ry = To +7r Yo = To + TYs eU
T1+ X Y1+ Yo xy + T + (Y1 + y2)

since (z1 +1ry1) + T2 + 1Yo = 21 + T2 + 7(Y1 + Y2)-
A basis for U is

1 0
'
1 1

(iv) The subset U is not a subspace, since (1,0,0) and (0,1,0) are in U but (1,1,0) is not.
(v) The subset U is not a subspace, since (2,0,0) is in U but (4,0,0) is not.

(vi) This question was modified so that «(z1, 2, z3) = (0,21 — 229, x5 — T2, T2 — 4x1). The
kernel of a linear map is always a subspace. A vector (x1, 2, x3) is in the kernel of «
if and only if x1 = 229, x3 = 29 and x5 = 4x,. It is easy to see that this implies that
x1 = x9 = x3 = 0. Therefore the kernel is the zero subspace.

Solution W4

(a) It is equivalent to show that if u, au, a?u, ...,a™ 'u are linearly dependent then a"~! = 0.
Suppose that b; € K are such that Z;:Ol b;a'u = 0 and not all b; are zero. Let j be
least such that b; # 0. By applying o'/ to 31" bia‘u, we get b;a"'u = 0. Hence
a"lu =0, since b; # 0.

(b) Let wy,...,u, 41 be a basis for V. The map o : V. — V, defined by a(3 17 biu;) =
Z?:l bju;+1 is a linear map and satisfies the required properties.

Solution W5

(a) There are exactly 3 possibilities for the value of ab. If ab = a then b = e. If ab = b then
a=ce. Soab=ce.



(b) If a®> = a then a = e. If a®> = e then aab = b. So a = b. Thus a® = b. Similarly b* = a.
Since right inverses are left inverses, ba = e.

elalb
ellelalb
allalble’
blblela

Solution W6

Since R is a field, commutativity and associativity of addition and multiplication are inherited
by (@[\/5] from R. Distributivity is also inherited from R. The element 0 + 04/3 is the zero
element and the element 1 + 04/3 is the multiplicative identity (to prove this, either do a
simple computation or argue that these elements inherit their required properties from R). If
a,b € Q then a + b\/3 has additive inverse (—a) + (—b)v/3.

It remains to show that every non-zero element in Q[+/3] has a multiplicative inverse in Q[v/3].
In the following proof we will assume that V3 ¢ Q. (incase you have not seen a proof of this,
one is included at the end of this solution)

First note that, for all a,b € Q, a+byv/3 =0if and only if a = b = 0. This is because if b # 0
and a + bv/3 = 0 then —a/b= /3, contradicting the fact that v/3 ¢ Q. Therefore b =0, so
a=0.

Suppose that a + bv/3 # 0 and a,b € Q. Then a + (—b)v/3 # 0. We are now ready to show
that the multiplicative inverse (in R) of a + bv/3 is in Q[v/3]. Consider

1 a—bv3 a —b
- - 9 st 2\/3
a+bv/3 (a+b/3)(a—by3) a®>—3b* a®—3b

Proof that /3 is irrational:

Claim: Let a € N. Then 3 divides a? implies 3 divides a.

It is equivalent to show that a not divisible by 3 implies a? is not divisible by 3.

Suppose 3 does not divide a. Then a = 3n+1or a = 3n+2 for somen € N. If a = 3n+1 then
a® = 3(3n%+2n) + 1, which is not divisible by 3. If a = 3n+2 then a®> = 3(3n?+4n+1)+1
which is not divisible by 3. So we have proved the claim.

We are now ready to prove that v/3 is irrational. Suppose, for a contradiction that v/3 = a/b
for integers a and b. Since v/3 is positive in R, we may assume that a and b are positive. By
dividing through by the highest common factor of a and b, we may assume that a and b have
highest common factor 1. Squaring both side of v/3 = a/b we get that 3b> = a?. Therefore
3 divides a? and hence, using the claim, 3 divides a. Let a; € N be such that 3a; = a. Then
30> = 9a?. Thus b* = 3a%. So 3 divides b* and hence 3 divides b. This contradicts our
assumption that a and b have highest common factor 1. Therefore v/3 is irrational.



Solution W7

0 1 1
uy = ]_ ,Ug = O , Uz = 1
1 1 0

and let ey, es, e5 be the standard basis for R®. Then
UL = €zt €3,Us = €1 + €3,U3 = €1 + €.

So the matrix

011
1 01
110
takes a vector written in terms of uy, uo, u3 and writes it in terms of e, g, e3.
Now let
1 1 1 1
10 1 1 1
U = 0 , V2 = 0 , V3 = 1 , Vg = 1
0 0 0 1
and let ey, e9, e3, e4 be the standard basis for R*. Then
€1 = V1,62 = —U1 + Uz,€3 = —Vy + U3, €4 = —U3 + V4.

So the matrix

1 -1 0 0
0 1 -1 0
0o 0 1 -1
0O 0 0 1

takes a vector written in terms of ey, €5, €3, €4 and writes it in terms of vy, vo, U3, V4.
Thus « in terms of (uy, us,u3) and (v, ve, v3,v4) has matrix representation

1 -1 0 0 1 00 01 1 -3 0 -1

0O 1 -1 0 0 2 1 101 _ -2 =2 0

0 0 1 -1 0 2 3 110 5 0 -1

0 0 O 1 300 0o 3 3
Solution W8

We have that Vi NV, C Vi C V; + V5. Therefore
dimViNnV, <dimV, <dimV) + Vo =dimV; N Vs + 1.

So either dimV; = dim V; N V4, in which case V; = Vi NV, or dim V) = dimV; + Vs, so
Vi=Vi+ V..

If Vi=VinV;then Vi C V. So Vo = Vj 4+ V5. Conversely, if Vi = V) + V5 then Vi D V5.
SoVo=VnNV,.



Solution W9

(a) First note that, if (z,y) = 0 then (y,z) = (x,y) = 0. Suppose (z,y) = 0. Then
le+yll* =(@+y.2+y) =(@r+y)+ 2 +y) =

= (z,2) + (z,y) + (y,2) + (y,9) = (x,2) + (g, ) = =] + ||y|[*.

(b) From the computation above, we see that ||z +y||* = ||z]||*+ ||y||? if and only if (z,y) +
(y,z) = 0. If K =R then (z,y) = (y,x). So (z,y)+ (y, ) = 0 if and only if 2(z,y) =0
if and only if (x,y) = 0. So, when K = R, the converse holds.

When K = C the converse does not hold. Let V = C, z = 1,y = ¢ and (-,-) the
standard scalar product on C. Then (z,y) = —i and (y,z) =i. So (z,y) + (y,z) =0

but (z,y) # 0.
(c) Suppose that ||z + y|| = ||z|| + ||y||- Then
lz+y|I> = (x+y, 2 +y) = (Jz]] + [lyl)? = (z, 2) + 2[ |2/l |y]] + (v, v)-

Since K = R,

|z +ylI* = (2,2) + 2(z,y) + (y, ).
Therefore 2||z||||y|| = 2(x,y).
Now take s, > 0, then

sz +ty|[* = s*||=][* +2st(z, y) +|[yl* = ll=]]*+2st] |2 |[ly | +|[y]* = (sll[[+tllyI])*.

Therefore s||z|| + t||y|| = ||sz + ty|],

The converse direction is obviously true.



