# Formalizing first-order logic 

Joris Roos<br>University of Wisconsin-Madison<br>Sommerakademie Leysin 2018

August 15, 2018

## Overview

(1) Introduction
(2) Syntax
(3) Semantics
(4) A simple theorem prover

## Introduction

Last time we considered propositional formulas:

$$
((A \vee D) \rightarrow(D \vee \neg B)) \wedge \neg(A \leftarrow(B \vee C \wedge D)
$$

## Introduction

Last time we considered propositional formulas:

$$
((A \vee D) \rightarrow(D \vee \neg B)) \wedge \neg(A \leftarrow(B \vee C \wedge D)
$$

They consist of constants $(\top, \perp)$, literals $(A, B, \ldots)$, logical connectives and punctuation.

## Introduction

Last time we considered propositional formulas:

$$
((A \vee D) \rightarrow(D \vee \neg B)) \wedge \neg(A \leftarrow(B \vee C \wedge D)
$$

They consist of constants $(\top, \perp)$, literals $(A, B, \ldots)$, logical connectives and punctuation.
First-order logic (FOL) extends this in two different ways:

- quantifiers: $\forall, \exists$


## Introduction

Last time we considered propositional formulas:

$$
((A \vee D) \rightarrow(D \vee \neg B)) \wedge \neg(A \leftarrow(B \vee C \wedge D)
$$

They consist of constants $(\top, \perp)$, literals $(A, B, \ldots)$, logical connectives and punctuation.
First-order logic (FOL) extends this in two different ways:

- quantifiers: $\forall, \exists$
- more complicated atomic formulas, consisting of:


## Introduction

Last time we considered propositional formulas:

$$
((A \vee D) \rightarrow(D \vee \neg B)) \wedge \neg(A \leftarrow(B \vee C \wedge D)
$$

They consist of constants $(\top, \perp)$, literals $(A, B, \ldots)$, logical connectives and punctuation.
First-order logic (FOL) extends this in two different ways:

- quantifiers: $\forall, \exists$
- more complicated atomic formulas, consisting of:
- variables: $x, y, z, \cdots$


## Introduction

Last time we considered propositional formulas:

$$
((A \vee D) \rightarrow(D \vee \neg B)) \wedge \neg(A \leftarrow(B \vee C \wedge D)
$$

They consist of constants $(\top, \perp)$, literals $(A, B, \ldots)$, logical connectives and punctuation.
First-order logic (FOL) extends this in two different ways:

- quantifiers: $\forall, \exists$
- more complicated atomic formulas, consisting of:
- variables: $x, y, z, \cdots$
- functions: $f(x), g(x, y), .$.


## Introduction

Last time we considered propositional formulas:

$$
((A \vee D) \rightarrow(D \vee \neg B)) \wedge \neg(A \leftarrow(B \vee C \wedge D)
$$

They consist of constants $(\top, \perp)$, literals $(A, B, \ldots)$, logical connectives and punctuation.
First-order logic (FOL) extends this in two different ways:

- quantifiers: $\forall, \exists$
- more complicated atomic formulas, consisting of:
- variables: $x, y, z, \cdots$
- functions: $f(x), g(x, y), .$.
- predicates: $P(x), x=y, \cdots$,


## Introduction

Last time we considered propositional formulas:

$$
((A \vee D) \rightarrow(D \vee \neg B)) \wedge \neg(A \leftarrow(B \vee C \wedge D)
$$

They consist of constants $(\top, \perp)$, literals $(A, B, \ldots)$, logical connectives and punctuation.
First-order logic (FOL) extends this in two different ways:

- quantifiers: $\forall, \exists$
- more complicated atomic formulas, consisting of:
- variables: $x, y, z, \cdots$
- functions: $f(x), g(x, y), .$.
- predicates: $P(x), x=y, \cdots$,

First-order logic is powerful enough to formalize "all of mathematics".

## Introduction

Last time we considered propositional formulas:

$$
((A \vee D) \rightarrow(D \vee \neg B)) \wedge \neg(A \leftarrow(B \vee C \wedge D)
$$

They consist of constants $(\top, \perp)$, literals $(A, B, \ldots)$, logical connectives and punctuation.
First-order logic (FOL) extends this in two different ways:

- quantifiers: $\forall, \exists$
- more complicated atomic formulas, consisting of:
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First-order logic is powerful enough to formalize "all of mathematics". Example. Continuity

$$
\forall x . \forall \varepsilon . \varepsilon>0 \rightarrow(\exists \delta . \delta>0 \rightarrow(\forall y .|x-y|<\delta \rightarrow|f(x)-f(y)|<\varepsilon))
$$
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Given any formula $F$ with free variables $F V(F)=\left\{x_{1}, \ldots, x_{n}\right\}$ we can form the generalization gen $(F)$ :

$$
\forall x_{1} . \cdots \forall x_{n} . F
$$

(This can be made precise by an inductive definition.)
$F$ and gen $(F)$ are not logically equivalent, but equisatisfiable:
$F$ is satisfiable if and only if $\operatorname{gen}(F)$ is satisfiable.
Thus, from now on we assume that $F$ is a sentence.
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## Step 2: Skolemization

Instead, we transform

$$
\forall x . \exists y . P(x, y)
$$

into

$$
\forall x \cdot P(x, f(x))
$$

and augment the language $L$ by a new function symbol $f$ (called a Skolem function).
If $F$ is in prenex normal form, we can iterate this to produce a new equisatisfiable formula skolemize $(F)$ that has no existential quantifiers. Example.

$$
\begin{gathered}
\text { skolemize }(\exists x \cdot \forall y \cdot \exists z \cdot \forall u \cdot \exists v \cdot P(x, y, z, u, v)) \\
=\forall y \cdot \forall u \cdot P(c, y, f(y), u, g(y, u))
\end{gathered}
$$

( $c, f, g$ are new function symbols)
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We are now left with a formula of the form

$$
\forall x_{1} . \cdots \forall x_{n} . F^{\prime}
$$

where $F^{\prime}$ contains no quantifiers.
By definition of satisfiability, we can simply remove the quantifiers: the quantifier-free formula
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is equisatisfiable to the previous, and thus equisatisfiable to the original formula $F$.
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## Theorem (Herbrand compactness theorem)

A quantifier-free formula $F$ is satisfiable if and only if every finite set of ground instances is satisfiable.

A ground term is one that only consists of function symbols (including constant symbols).
A ground instance is the propositional formula that arises from replacing each of the free variables of $F$ by a ground term and interpreting atomic formulas as propositional literals.
This is in principle an automatic theorem prover!
It is guaranteed to terminate in the case that the original formula is not satisfiable.
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$$

(the language contains only the unary predicate $P$ )
Equivalently we can show that the negation is not satisfiable:

$$
\neg(\exists x . \forall y .(P(x) \rightarrow P(y)))
$$

Step 1: convert to PNF

$$
\forall x . \exists y . \neg(P(x) \rightarrow P(y))
$$

Step 2: Skolemize

$$
\forall x . \neg(P(x) \rightarrow P(f(x))
$$

(the language no contains the unary predicate $P$ and the unary function $f$ )
Step 3: Remove quantifiers

$$
\neg(P(x) \rightarrow P(f(x)))
$$
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## $\neg(P(x) \rightarrow P(f(x)))$

Step 3': For convenience, let us bring the formula into DNF

$$
P(x) \wedge \neg P(f(x))
$$

Step 4: Iterate through ground instances
(for the set of ground terms to be non-empty we need to add a constant symbol $c$ to the language, but this does not change satisfiability)

1. First ground term $x=c$ :

$$
P(c) \wedge \neg P(f(c))
$$

This is a single propositional formula with literals $P(c)$ and $P(f(c))$ ! This is still satisfiable.
2. Add second ground term $x=f(c)$ :

$$
P(c) \wedge \neg P(f(c)), P(f(c)) \wedge \neg P(f(f(c)))\}
$$

These are not simultanously satisfiable! QED
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