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$$
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No clauses left, so formula is satisfiable.
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Then by resolution we may add the clause

$$
Q(g(z), y)
$$

(This is still a FOL formula with free variables!)
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## Examples

Example 1. Let $S=\{(x+1, y)\}$
Then $\sigma: y \mapsto x+1$ is a MGU.
$\sigma^{\prime}: x \mapsto 1, y \mapsto 1+1$ is a unifier, but not a MGU.
Example 2. Let $S=\{(x, f(x))\}$.
Then $S$ has no unifiers.
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## Further directions

- Tableaux
- Subsumption and replacement
- Linear resolution
- Model elimination
- ...
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