# Global existence and decay properties for solutions of the Cauchy problem in one-dimensional thermoelasticity with second sound 

Aslan Kasimov*, Reinhard Racke $^{\dagger} \&$ Belkacem Said-Houari ${ }^{\ddagger}$


#### Abstract

We consider the one-dimensional Cauchy problem in nonlinear thermoelasticity with second sound, where the heat conduction is modeled by Cattaneo's law. After presenting decay estimates for solutions to the linearized problem, including refined estimates for data in weighted Lebesgue-spaces, we prove a global existence theorem for small data together with improved decay estimates, in particular for derivatives of the solutions.
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## 1 Introduction

We consider the following nonlinear initial-value problem in thermoelasticity:

$$
\left\{\begin{array}{l}
u_{t t}-\left(\sigma\left(u_{x}\right)\right)_{x}+\beta \theta_{x}=0,  \tag{1.1}\\
\theta_{t}+\eta q_{x}+\delta u_{t x}=0, \\
\tau q_{t}+q+\kappa \theta_{x}=0, \\
u(x, 0)=u_{0}, \quad u_{t}(x, 0)=u_{1}, \\
\theta(x, 0)=\theta_{0}, \quad q(x, 0)=q_{0},
\end{array} \quad x \in \mathbb{R}, t \geq 0\right.
$$

where $\sigma(\eta)$ is a smooth function of $\eta$ such that $\sigma^{\prime}(\eta)>0$ and $\sigma^{\prime}(0)=a>0$. The parameters $\beta, \eta, \delta, \tau$, and $\kappa$ are positive constants. The system describes the propagation of nonlinear elastic waves in the presence of thermoelastic effects. The evolution of the deformation, $u$, is coupled to the temperature field, $\theta$, through the dependence of the stress on the temperature, as seen in the first equation in (1.1): the stress is $\sigma-\beta \theta$, where $\beta$ is the coefficient of thermal expansion. The second equation in (1.1) is the equation of heat conduction, where $\eta$ is the heat conduction coefficient, $q$ is the heat flux, and the last term represents the thermal effects of deformation. The third equation in (1.1) is a constitutive law for heat conduction. It is simply the Fourier law, if the relaxation time vanishes: i.e., if $\tau=0$. If $\tau>0$, the equation (also called Cattaneo's law [3]) is

[^0]a model of hyperbolic heat conduction. Since Cattaneo's law introduces the extra speed of propagation in addition to the elastic wave speed, the model is called "thermoelasticity with second sound". For reviews of related work, see $[4,5,13,25]$.

In this work, we establish the global existence of small and smooth solutions of (1.1), i.e. solutions in $H^{s}(\mathbb{R})$ with $s \geq 2$, by using weighted energy estimates. In addition, we obtain the following decay rates of the solution:

$$
\begin{equation*}
\left\|\partial_{x}^{k} U(t)\right\|_{2} \leq C\left(\left\|U_{0}\right\|_{1}+\left\|U_{0}\right\|_{H^{s}}\right)(1+t)^{-1 / 4-k / 2}, \tag{1.2}
\end{equation*}
$$

where $C$ is a positive constant, $0 \leq k \leq s-1$, and $s \geq 3$; see Theorems 4.5 and 4.8.
For the linearized version of (1.1), we first establish the following decay rates in Theorem 3.3:

$$
\begin{array}{ll}
\left\|\partial_{x}^{k} U(t)\right\|_{2} \leq C(1+t)^{-1 / 4-k / 2}\left\|U_{0}\right\|_{1}+C e^{-c t}\left\|\partial_{x}^{k} U_{0}\right\|_{2}, & \text { for } 0 \leq k \leq s,  \tag{1.3}\\
\left\|\partial_{x}^{k} U(t)\right\|_{\infty} \leq C t^{-1 / 2-k / 2}\left(\left\|U_{0}\right\|_{1}+\left\|\partial_{x}^{k+1} U_{0}\right\|_{2}\right), & \text { for } 0 \leq k \leq s-1,
\end{array}
$$

where $U_{0}=\left(u_{1}, u_{x}(0), \theta_{0}, q_{0}\right) \in H^{s}(\mathbb{R}) \cap L^{1}(\mathbb{R})$.
The linear decay estimates above can be improved as follows (see Theorems 3.4 and 3.7):

$$
\begin{array}{ll}
\left\|\partial_{x}^{k} U(t)\right\|_{2} \leq C(1+t)^{-1 / 4-k / 2-\gamma / 2}\left\|U_{0}\right\|_{1, \gamma}+C e^{-c t}\left\|\partial_{x}^{k} U_{0}\right\|_{2}, & \text { for } 0 \leq k \leq s, \\
\left\|\partial_{x}^{k} U(t)\right\|_{\infty} \leq C t^{-1 / 2-k / 2-\gamma / 2}\left(\left\|U_{0}\right\|_{1, \gamma}+\left\|\partial_{x}^{k+1} U_{0}\right\|_{2}\right), & \text { for } 0 \leq k \leq s-1, \tag{1.4}
\end{array}
$$

if $U_{0} \in H^{s}(\mathbb{R}) \cap L^{1, \gamma}(\mathbb{R})$ with $\int_{\mathbb{R}} U_{0}(x) d x=0$. These improvements can be extended further with additional assumptions about the spatial decay of $U_{0}$ (see Remark 3.6 below).

The one-dimensional nonlinear Cauchy problem of thermoelasticity with second sound, with more general nonlinearities, has been analyzed by Racke and Wang [20]. They derived the following decay rate of the solution:

$$
\begin{equation*}
\|U(t)\|_{2}+\left\|\partial_{x} U(t)\right\|_{2} \leq C\left(\left\|U_{0}\right\|_{1}+\left\|U_{0}\right\|_{H^{3}}\right)(1+t)^{-1 / 4} . \tag{1.5}
\end{equation*}
$$

With the method used in our paper, which is different from the one used in [20], it is possible to improve the decay rate (1.5) as seen in (1.2); that is, we additionally obtain the decay rates of higher-order derivatives.

We should also note that a global existence result for small initial data for a system similar to that in [20] has been established by Tarabek [26]. He considered the following one-dimensional system:

$$
\begin{align*}
u_{t t}-a\left(u_{x}, \theta, q\right) u_{x x}+b\left(u_{x}, \theta, q\right) \theta_{x} & =\alpha_{1}\left(u_{x}, \theta\right) q q_{x}, \\
\theta_{t}+g\left(u_{x}, \theta, q\right) q_{x}+d\left(u_{x}, \theta, q\right) u_{t x} & =\alpha_{2}\left(u_{x}, \theta\right) q q_{t},  \tag{1.6}\\
\tau\left(u_{x}, \theta\right) q_{t}+q+k\left(u_{x}, \theta\right) \theta_{x} & =0,
\end{align*}
$$

in both bounded and unbounded domains. Although he showed that the solution tends to equilibrium as $t$ tends to infinity, he derived no decay rate.

Concerning the linearized system corresponding to (1.1), the Cauchy problem has been considered in [27] where the authors derived the same decay rates as (1.3). However, our method here differs from the one used in [27]. In addition, we obtain improved decay rates as seen in (1.4).

It is well known that smooth solutions of quasilinear hyperbolic systems may develop singularities in finite time, even for very regular initial data (see for example [14]). System (4.1) includes a damping mechanism that prevents the formation of singularities of solutions for initial data that are close to the equilibrium state in appropriate Sobolev norms. For the Cauchy problem in classical thermoelasticity, Hrusa and Messaoudi [8] have shown that if the initial data are large enough, then the solution will develop singularities in finite
time. (See also [6] for a similar result). It has been recently shown [9] that for the nonlinear systems discussed here, a blow-up for large data is expected.

The plan of the remainder of this paper is as follows. In Section 2, we introduce the notation and, for the convenience of the reader, we recall some useful results without proofs. In Section 3, we investigate the linearized model and derive appropriate decay estimates. Section 4 is devoted to demonstrating the existence of global solutions for small and smooth initial data to the nonlinear model. In addition, we provide proofs of new decay estimates.

## 2 Notation and some useful lemmas

Before proceeding, we introduce the notation used in this paper. Throughout, $\|.\|_{q}$ and $\|.\|_{H^{l}}$ stand for the $L^{q}\left(\mathbb{R}^{N}\right)$-norm $(2 \leq q \leq \infty)$ and the $H^{l}\left(\mathbb{R}^{N}\right)$-norm. We define the weighted function space, $L^{1, \gamma}\left(\mathbb{R}^{N}\right), N \geq$ $1, \gamma \in[0,+\infty)$, as follows: $u \in L^{1, \gamma}\left(\mathbb{R}^{N}\right)$ iff $u \in L^{1}\left(\mathbb{R}^{N}\right)$ and

$$
\|u\|_{1, \gamma}=\int_{\mathbb{R}^{N}}(1+|x|)^{\gamma}|u(x)| d x<+\infty .
$$

By $\hat{f}$, we denote the Fourier transform of $f$ :

$$
\hat{f}(\xi)=\int_{\mathbb{R}^{N}} f(x) e^{-i \xi x} d x, \quad f(x)=\frac{1}{(2 \pi)^{N}} \int_{\mathbb{R}^{N}} \hat{f}(\xi) e^{i \xi x} d \xi
$$

The symbol $[A, B]=A B-B A$ denotes the commutator. The constant $C$ denotes a generic positive constant that appears in various inequalities and may change its value in different occurrences.

We next recall several useful inequalities.
Lemma 2.1 ([16]) Let $N \geq 1,1 \leq p, q, r \leq \infty$, and let $k$ be a positive integer. Then, for any integer $j$ with $0 \leq j \leq k$, we have

$$
\begin{equation*}
\left\|\partial_{x}^{j} u\right\|_{p} \leq C\left\|\partial_{x}^{k} u\right\|_{q}^{a}\|u\|_{r}^{1-a} \tag{2.1}
\end{equation*}
$$

where

$$
\frac{1}{p}=\frac{j}{N}+a\left(\frac{1}{q}-\frac{k}{N}\right)+(1-a) \frac{1}{r}
$$

for a satisfying $j / k \leq a \leq 1$ and $C$ is a positive constant. The following exceptional cases exist:

1. If $j=0, q k<N$ and $r=\infty$, then we make the additional assumption that either $u(x) \rightarrow 0$ as $|x| \rightarrow \infty$ or $u \in L^{q^{\prime}}$ for some $0<q^{\prime}<\infty$.
2. If $1<r<\infty$ and $k-j-N / r$ is a nonnegative integer, then (2.1) holds only for $j / k \leq a<1$.

Lemma 2.2 [7, Lemma 4.1]. Let $1 \leq p, q, r \leq \infty$ and $1 / p=1 / q+1 / r$. Then, we have

$$
\begin{equation*}
\left\|\partial_{x}^{k}(u v)\right\|_{p} \leq C\left(\|u\|_{q}\left\|\partial_{x}^{k} \nu\right\|_{r}+\|v\|_{q}\left\|\partial_{x}^{k} u\right\|_{r}\right), \quad k \geq 0 \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\left[\partial_{x}^{k}, u\right] v_{x}\right\|_{p} \leq C\left(\left\|u_{x}\right\|\left\|_{q}\right\| \partial_{x}^{k} v\left\|_{r}+\right\| v_{x}\| \|_{q}\left\|\partial_{x}^{k} u\right\|_{r}\right), \quad k \geq 1 . \tag{2.3}
\end{equation*}
$$

Lemma 2.3 [15, 22]. Let $a>0$ and $b>0$ be constants. Then,

$$
\begin{gather*}
\int_{0}^{t}(1+t-s)^{-a}(1+s)^{-b} d s \leq C(1+t)^{-\min (a, b)}, \quad \text { if } \max (a, b)>1,  \tag{2.4}\\
\int_{0}^{t}(1+t-s)^{-a}(1+s)^{-b} d s \leq C(1+t)^{-\min (a, b)} \ln (2+t), \quad \text { if } \max (a, b)=1,  \tag{2.5}\\
\int_{0}^{t}(1+t-s)^{-a}(1+s)^{-b} d s \leq C(1+t)^{1-a-b}, \quad \text { if } \max (a, b)<1 . \tag{2.6}
\end{gather*}
$$

## 3 The linearized model

This section is devoted to establishing various decay rates for the linear problem in thermoelasticity with second sound. Let us consider the following Cauchy problem:

$$
\left\{\begin{array}{l}
u_{t t}-a u_{x x}+\beta \theta_{x}=0,  \tag{3.1}\\
\theta_{t}+\eta q_{x}+\delta u_{t x}=0, \\
\tau q_{t}+q+\kappa \theta_{x}=0, \\
u(x, 0)=u_{0}, \quad u_{t}(x, 0)=u_{1}, \\
\theta(x, 0)=\theta_{0}, \quad q(x, 0)=q_{0},
\end{array} \quad x \in \mathbb{R}, t \geq 0,\right.
$$

with positive constants $a, \beta, \eta, \delta, \tau, \kappa$.
Setting $v=u_{t}$ and $z=u_{x}$, we get from (3.1) the following first-order system:

$$
\left\{\begin{array}{l}
v_{t}-a z_{x}+\beta \theta_{x}=0  \tag{3.2}\\
z_{t}-v_{x}=0 \\
\theta_{t}+\eta q_{x}+\delta v_{x}=0 \\
q_{t}+\frac{1}{\tau} q+\frac{\kappa}{\tau} \theta_{x}=0
\end{array}\right.
$$

which, equivalently, takes the matrix form

$$
\left\{\begin{array}{l}
U_{t}+A U_{x}+L U=0,  \tag{3.3}\\
U(x, 0)=U_{0},
\end{array}\right.
$$

where $U:=(v, z, \theta, q)^{T}$ and the matrices $A$ and $L$ are

$$
A=\left(\begin{array}{cccc}
0 & -a & \beta & 0 \\
-1 & 0 & 0 & 0 \\
\delta & 0 & 0 & \eta \\
0 & 0 & \kappa / \tau & 0
\end{array}\right), \quad L=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 / \tau
\end{array}\right)
$$

Remark 3.1 By the change of variables, $W=(v, \sqrt{a} z, \sqrt{\beta / \delta} \theta, \sqrt{\tau \eta \beta /(\kappa \delta)} q)$, system (3.3) can be symmetrized to take the form

$$
\begin{equation*}
W_{t}+A_{1} W_{x}+B W=0, \tag{3.4}
\end{equation*}
$$

where $A_{1}$ is symmetric and $B=\sqrt{\tau \eta \beta /(\kappa \delta)}$ L. For this new system, the Shizuta-Kawashima condition [23] is satisfied. The result in Theorem 3.3 below can therefore be obtained directly from the general result of [1]. We present a direct method of using estimates in Fourier space and obtain more general decay rates in weighted spaces. More importantly, we also employ the technique used to derive the linear results in obtaining the decay rates for the nonlinear system.

To proceed, we take the Fourier transform of (3.2) and obtain

$$
\left\{\begin{array}{l}
\hat{v}_{t}-a i \xi \hat{z}+\beta i \xi \hat{\theta}=0  \tag{3.5}\\
\hat{z}_{t}-i \xi \hat{v}=0 \\
\hat{\theta}_{t}+i \xi \eta \hat{q}+\delta i \xi \hat{v}=0 \\
\hat{q}_{t}+\frac{1}{\tau} \hat{q}+\frac{\kappa}{\tau} i \xi \hat{\theta}=0
\end{array}\right.
$$

Let us now define the energy functional

$$
\begin{equation*}
\mathscr{E}(t)=\frac{1}{2}\left(\kappa \delta|\hat{v}|^{2}+\kappa \delta a|\hat{z}|^{2}+\kappa \beta|\hat{\theta}|^{2}+\eta \beta \tau|\hat{q}|^{2}\right) \tag{3.6}
\end{equation*}
$$

Multiplying the first equation in (3.5) by $\kappa \delta \overline{\hat{v}}$, the second equation by $\kappa \delta a \overline{\hat{z}}$, the third equation by $\kappa \beta \overline{\hat{\theta}}$ and the fourth equation by $\eta \beta \tau \overline{\hat{q}}$, adding these equalities and taking the real part, it easily follows that

$$
\begin{equation*}
\frac{d \mathscr{E}(t)}{d t}=-\beta \eta|\hat{q}|^{2} \tag{3.7}
\end{equation*}
$$

The following crucial lemma will be proved directly with the help of an appropriate Lyapunov functional in the Fourier space.

Lemma 3.2 Let $\hat{U}(\xi, t)=(\hat{v}, \hat{z}, \hat{\theta}, \hat{q})(\xi, t)$ be the solution of (3.5). Then, for any $t \geq 0$ and $\xi \in \mathbb{R}$, we have the following pointwise estimate:

$$
\begin{equation*}
|\hat{U}(\xi, t)|^{2} \leq C e^{-c \rho(\xi) t}|\hat{U}(\xi, 0)|^{2} \tag{3.8}
\end{equation*}
$$

where $\rho(\xi)=\xi^{2} /\left(1+\xi^{2}\right)$ and $C$ and c are positive constants.

Proof. Our main tool to prove Lemma 3.2 is the energy method in the Fourier space. In the sequel, we make repeated use of Young's inequality:

$$
|a b| \leq \epsilon a^{2}+C(\epsilon) b^{2}
$$

Constants $C(\epsilon)$ here and in the sequel denote possibly different values in different places, but they are in principle easy to determine.

First, by multiplying the second equation in (3.5) by $-i \xi \overline{\hat{v}}$, the first equation by $i \xi \overline{\hat{z}}$, adding the resulting equation and taking the real part, we get

$$
\begin{equation*}
\{\operatorname{Re}(i \xi \bar{\xi} \hat{z} \hat{v})\}_{t}+\xi^{2}\left(a|\hat{z}|^{2}-|\hat{v}|^{2}\right)=\operatorname{Re}\left(\beta \xi^{2} \hat{\theta} \overline{\hat{z}}\right) \tag{3.9}
\end{equation*}
$$

Using Young's inequality, the term on the right-hand side can be estimated as

$$
\begin{equation*}
\left|\operatorname{Re}\left(\beta \xi^{2} \hat{\theta} \overline{\hat{z}}\right)\right| \leq \epsilon \xi^{2}|\hat{z}|^{2}+C(\epsilon) \xi^{2}|\hat{\theta}|^{2} \tag{3.10}
\end{equation*}
$$

Plugging (3.10) into (3.9), we obtain

$$
\begin{equation*}
\{\operatorname{Re}(i \xi \bar{\xi} \hat{\hat{v}})\}_{t}+\xi^{2}\left((a-\epsilon)|\hat{z}|^{2}-|\hat{v}|^{2}\right) \leq C(\epsilon) \xi^{2}|\hat{\theta}|^{2} \tag{3.11}
\end{equation*}
$$

Similarly, multiplying the third equation in (3.5) by $-i \xi \overline{\hat{v}}$ and the first equation by $i \xi \overline{\hat{\theta}}$, adding the results and taking the real part, we find that

$$
\begin{equation*}
\{\operatorname{Re}(i \xi \overline{\hat{\theta}} \hat{\hat{v}})\}_{t}+\xi^{2}\left(\delta|\hat{v}|^{2}-\beta|\hat{\theta}|^{2}\right)=-\operatorname{Re}\left(\xi^{2} \eta \hat{q} \hat{\hat{v}}\right)-\operatorname{Re}\left(a \xi^{2} \hat{z} \hat{\hat{\theta}}\right) . \tag{3.12}
\end{equation*}
$$

Then, Young's inequality gives

$$
\left|-\operatorname{Re}\left(\xi^{2} \eta \hat{q} \hat{\hat{v}}\right)-\operatorname{Re}\left(a \xi^{2} \hat{z} \hat{\hat{\theta}}\right)\right| \leq \epsilon_{1} \xi^{2}|\hat{z}|^{2}+C\left(\epsilon_{1}\right) \xi^{2}|\hat{\theta}|^{2}+\epsilon \xi^{2}|\hat{v}|^{2}+C(\epsilon) \xi^{2}|\hat{q}|^{2} .
$$

Thus, (3.12) takes the form

$$
\begin{equation*}
\{\operatorname{Re}(i \xi \bar{\xi} \hat{\theta} \hat{v})\}_{t}+\xi^{2}\left((\delta-\epsilon)|\hat{v}|^{2} \leq \epsilon_{1} \xi^{2}|\hat{z}|^{2}+C\left(\epsilon_{1}\right) \xi^{2}|\hat{\theta}|^{2}+C(\epsilon) \xi^{2}|\hat{\hat{q}}|^{2} .\right. \tag{3.13}
\end{equation*}
$$

Next, multiplying the fourth equation in (3.5) by $-i \xi \overline{\hat{\theta}}$, the third equation by $i \xi \bar{\xi}$, adding the results, and taking the real part, we find that

$$
\begin{equation*}
\{\operatorname{Re}(i \xi \overline{\hat{q}} \hat{\theta})\}_{t}+\xi^{2}\left(\frac{\kappa}{\tau}|\hat{\theta}|^{2}-\eta|\hat{q}|^{2}\right)=\operatorname{Re}\left(\frac{1}{\tau} i \xi \overline{\hat{\theta}} \hat{\hat{q}}\right)+\operatorname{Re}\left(\delta \xi^{2} \hat{v} \hat{\hat{q}}\right) \tag{3.14}
\end{equation*}
$$

As above, Young's inequality implies

$$
\left|\operatorname{Re}\left(\frac{1}{\tau} i \dot{\xi} \overline{\hat{\theta}} \hat{q}\right)+\operatorname{Re}\left(\delta \xi^{2} \hat{v} \overline{\hat{q}}\right)\right| \leq \epsilon \xi^{2}|\hat{\theta}|^{2}+C\left(\epsilon, \epsilon_{2}\right)\left(1+\xi^{2}\right)|\hat{q}|^{2}+\epsilon_{5} \xi^{2}|\hat{v}|^{2} .
$$

Consequently, taking into account this last estimate, we obtain from (3.14) that

$$
\begin{equation*}
\{\operatorname{Re}(i \xi \bar{\xi} \hat{q} \hat{\theta})\}_{t}+\xi^{2}\left(\frac{\kappa}{\tau}-\epsilon\right)|\hat{\theta}|^{2} \leq \epsilon_{2} \xi^{2}|\hat{\hat{\mid}}|^{2}+C\left(\epsilon, \epsilon_{2}\right)\left(1+\xi^{2}\right)|\hat{q}|^{2} . \tag{3.15}
\end{equation*}
$$

Now, let $\alpha_{1}$ and $\alpha_{2}$ be two positive constants (to be chosen later). Then, (3.11) $+\alpha_{1}(3.13)+\alpha_{2}(3.15)$ gives

$$
\begin{align*}
& \xi \frac{d \mathscr{F}(t)}{d t}+\xi^{2}\left((a-\epsilon)-\epsilon_{1} \alpha_{1}\right)|\hat{z}|^{2}+\left(\left(\alpha_{1}(\delta-\epsilon)-1-\alpha_{2} \epsilon_{2}\right) \xi^{2}|\hat{\hat{y}}|^{2}\right. \\
& +\left\{\alpha_{2}\left(\frac{\kappa}{\tau}-\epsilon\right)-C(\epsilon)-\alpha_{1} C\left(\epsilon_{1}\right)\right\} \xi^{2}|\hat{\theta}|^{2}  \tag{3.16}\\
\leq & C\left(\epsilon, \epsilon_{1}, \epsilon_{2}, \alpha_{1}, \alpha_{2}\right)\left(1+\xi^{2}\right)|\hat{q}|^{2},
\end{align*}
$$

where

$$
\begin{equation*}
\mathscr{F}(t)=\operatorname{Re}(i \overline{\hat{z}} \hat{\hat{v}})+\alpha_{1} \operatorname{Re}(i \overline{\hat{\theta}} \hat{\hat{v}})+\alpha_{2} \operatorname{Re}(i \overline{\hat{q}} \hat{\theta}) . \tag{3.17}
\end{equation*}
$$

At this point, we fix our constants in (3.16) very carefully. First, we choose $\epsilon$ small enough such that $\epsilon<\min (a, \kappa / \tau, \delta)$. Once $\epsilon$ is fixed, we may pick $\alpha_{1}$ large enough such that $\alpha_{1}(\delta-\epsilon) / 2 \geq 1$. After that, we select $\epsilon_{1}$ small enough such that $\epsilon_{1}<(a-\epsilon) / \alpha_{1}$. Then, we may take $\alpha_{2}$ large enough such that

$$
\alpha_{2}\left(\frac{\kappa}{\tau}-\epsilon\right)-C\left(\epsilon_{1}\right)-\alpha_{1} C\left(\epsilon_{1}\right)>0 .
$$

Finally, we fix $\epsilon_{2}$ small enough such that $\epsilon_{2}<\alpha_{1}(\delta-\epsilon) /\left(2 \alpha_{2}\right)$. Consequently, we deduce from (3.16) that there exists a positive constant, $\lambda>0$, such that

$$
\begin{equation*}
\xi \frac{d \mathscr{F}(t)}{d t}+\lambda \xi^{2}\left(|\hat{z}|^{2}+|\hat{v}|^{2}+|\hat{\theta}|^{2}\right) \leq C\left(\epsilon, \epsilon_{1}, \epsilon_{2}, \alpha_{1}, \alpha_{2}\right)\left(1+\xi^{2}\right)|\hat{q}|^{2} . \tag{3.18}
\end{equation*}
$$

Now, let us define the functional, $\mathscr{L}$, as

$$
\begin{equation*}
\mathscr{L}(t):=M \mathscr{E}(t)+\frac{\xi}{1+\xi^{2}} \mathscr{F}(t), \tag{3.19}
\end{equation*}
$$

where $M$ is a large positive constant to be fixed later. Consequently, exploiting (3.7) and (3.18), we may write

$$
\begin{equation*}
\frac{d \mathscr{L}(t)}{d t}+\lambda \frac{\xi^{2}}{1+\xi^{2}}\left(|\hat{z}|^{2}+|\hat{v}|^{2}+|\hat{\theta}|^{2}\right)+\left(M-C\left(\epsilon, \epsilon_{1}, \epsilon_{2}, \alpha_{1}, \alpha_{2}\right)\right)|\hat{q}|^{2} \leq 0 . \tag{3.20}
\end{equation*}
$$

By choosing $M$ large enough such that $M>C\left(\epsilon, \epsilon_{1}, \epsilon_{2}, \alpha_{1}, \alpha_{2}\right)$, (3.20) takes the form

$$
\begin{equation*}
\frac{d \mathscr{L}(t)}{d t}+c \mathscr{W}(t) \leq 0 \tag{3.21}
\end{equation*}
$$

where

$$
\mathscr{W}(t)=\frac{\xi^{2}}{1+\xi^{2}}\left(|\hat{z}|^{2}+|\hat{v}|^{2}+|\hat{\theta}|^{2}\right)+|\hat{q}|^{2}
$$

and $c$ is a positive constant.
On the other hand, and for large enough $M$, there exist three positive constants, $\beta_{1}, \beta_{2}$, and $\beta_{3}$, such that for all $t \geq 0$, we have

$$
\begin{equation*}
\beta_{1} \mathscr{E}(t) \leq \mathscr{L}(t) \leq \beta_{2} \mathscr{E}(t) \quad \text { and } \quad \mathscr{W}(t) \geq \beta_{3} \rho(\xi) \mathscr{E}(t), \tag{3.22}
\end{equation*}
$$

where $\rho(\xi)=\xi^{2} /\left(1+\xi^{2}\right)$. (See [21] for the proof of similar inequalities.)
Consequently, from (3.21) and (3.22) we can find $\eta>0$ such that

$$
\mathscr{E}(t)=|\hat{U}(\xi, t)|^{2} \leq e^{-\eta \rho(\xi)} \mathscr{E}(0) .
$$

Thus, inequality (3.8) is proved.
Dividing the domain of integration into the low-frequency region $(|\xi|<1)$ and into the high-frequency region $(|\xi| \geq 1)$, we obtain the following theorem.

Theorem 3.3 Let s be a nonnegative integer and assume that $U_{0} \in H^{s}(\mathbb{R}) \cap L^{1}(\mathbb{R})$. Then, the solution $U$ of problem (3.3) satisfies the following decay estimates:

$$
\begin{equation*}
\left\|\partial_{x}^{k} U(t)\right\|_{2} \leq C(1+t)^{-1 / 4-k / 2}\left\|U_{0}\right\|_{1}+C e^{-c t}\left\|\partial_{x}^{k} U_{0}\right\|_{2}, \tag{3.23}
\end{equation*}
$$

for $0 \leq k \leq s$.
Moreover, using the Fourier representation, we can improve the decay result obtained in Theorem 3.3 by restricting the initial data to $U_{0} \in H^{s}(\mathbb{R}) \cap L^{1, \gamma}(\mathbb{R})$ with $\gamma \in[0,1]$. For these data, we get faster decay estimates than those given in Theorem 3.3. As in [18, 19], we obtain the following theorem.

Theorem 3.4 Let s be a nonnegative integer and assume that $U_{0} \in H^{s}(\mathbb{R}) \cap L^{1, \gamma}(\mathbb{R})$, where $\gamma \in[0,1]$. Then the solution $U$ of problem (3.3) satisfies the following decay estimates:

$$
\begin{equation*}
\left\|\partial_{x}^{k} U(t)\right\|_{2} \leq C(1+t)^{-1 / 4-k / 2-\gamma / 2}\left\|U_{0}\right\|_{1, \gamma}+C e^{-c t}\left\|\partial_{x}^{k} U_{0}\right\|_{2}+C(1+t)^{-1 / 4-k / 2}\left|\int_{\mathbb{R}} U_{0}(x) d x\right|, \tag{3.24}
\end{equation*}
$$

for $0 \leq k \leq s$.

Remark 3.5 The estimate (3.24) shows that by taking the initial data $U_{0} \in H^{l}(\mathbb{R}) \cap L^{1, \gamma}(\mathbb{R}), \gamma \in[0,1]$, such that $\int_{\mathbb{R}} U_{0}(x) d x=0$, the decay rates given in Theorem 3.3 can be improved by $t^{-\gamma / 2}$.

Remark 3.6 For $\gamma \in \mathbb{N}$ and $U_{0} \in H^{s}(\mathbb{R}) \cap L^{1,2(\gamma+1)}(\mathbb{R})$ satisfying

$$
\int_{\mathbb{R}} x^{m} U_{0}(x) d x=0, \quad m=0, \ldots, 2 \gamma
$$

the following stronger decay estimates are obtained:

$$
\begin{equation*}
\left\|\partial_{x}^{k} U(t)\right\|_{2} \leq C(1+t)^{-1 / 4-k / 2-(2 \gamma+1) / 2}\left(\left\|U_{0}\right\|_{1,2(\gamma+1)}+\left\|U_{0}\right\|_{1,2 \gamma+1}+\left\|\partial_{x}^{k} U_{0}\right\|_{2}\right), \tag{3.25}
\end{equation*}
$$

where $k$ is a non-negative integer satisfying $k \leq s$ and $C$ is a positive constant. This can be proved using [11, Lemma 2.3] and the estimate (3.8).

Now, we are going to prove the decay rate of the $L^{\infty}$ norm of the solution of (3.3).
Theorem 3.7 Let s be a nonnegative integer and $\gamma \in[0,1]$. Then, we have the following decay estimates:
(i) If $U_{0} \in H^{s}(\mathbb{R}) \cap L^{1}(\mathbb{R})$, then the solution $U$ of problem (3.3) satisfies

$$
\begin{equation*}
\left\|\partial_{x}^{k} U\right\|_{\infty} \leq C t^{-\frac{1+k}{2}}\left(\left\|U_{0}\right\|_{1}+\left\|\partial_{x}^{k+1} U_{0}\right\|_{2}\right), \quad k=0,1,2, \ldots, s-1 . \tag{3.26}
\end{equation*}
$$

(ii) If $U_{0} \in H^{s}(\mathbb{R}) \cap L^{1, \gamma}(\mathbb{R})$, then the solution $U$ of problem (3.3) satisfies

$$
\begin{equation*}
\left\|\partial_{x}^{k} U\right\|_{\infty} \leq C t^{-\frac{1}{2}-\frac{k+\gamma}{2}}\left(\left\|U_{0}\right\|_{1, \gamma}+\left\|\partial_{x}^{k+1} U_{0}\right\|_{2}\right)+C\left|\int_{\mathbb{R}} U_{0}(x) d x\right|^{-\frac{1}{2}-\frac{k}{2}}, k=0,1,2, \ldots, s-1 . \tag{3.27}
\end{equation*}
$$

Proof. By using the Fourier transform, we have from (3.8) that

$$
|\hat{U}(\xi, t)| \leq C e^{-\frac{\epsilon}{2} \rho(\xi) t}|\hat{U}(\xi, 0)| .
$$

Consequently,

$$
\begin{align*}
\left\|\widehat{\partial_{x}^{k} U}\right\|_{1}=\left\|(i \xi)^{k} \hat{U}\right\|_{1} & \leq C\left\|\left.\xi\right|^{k} e^{-\frac{c}{2} \rho(\xi) t} \hat{U}_{0}\right\|_{1} \\
& \leq C \int_{\mathbb{R}}|\xi|^{k} e^{-\frac{c}{2} \rho(\xi) t}\left|\hat{U}_{0}(\xi)\right| d \xi \tag{3.28}
\end{align*}
$$

By splitting the integral on the right-hand side of (3.28) into the low-frequency part ( $\xi<1$ ) and the highfrequency part ( $\xi \geq 1$ ), and by using the same methods as in the proof of Theorem 3.3, we get the following estimate:

$$
\begin{align*}
\left\|\widehat{\partial_{x}^{k} U}\right\|_{1} & \leq C\left\|U_{0}\right\|_{1} \int_{\xi \leq 1}|\xi|^{k} e^{-c \xi^{2} t} d \xi+C \int_{|\xi| \geq 1}|\xi|^{k} e^{-\frac{c}{2} \rho(\xi) t}|\hat{U}(\xi, 0)| d \xi \\
& \leq C\left\|U_{0}\right\|_{1} \int_{\xi \leq 1}|\xi|^{k} e^{-c \xi^{2} t} d \xi+C e^{-\frac{c}{4} t} \int_{|\xi| \geq 1}|\xi|^{k}|\hat{U}(\xi, 0)| d \xi  \tag{3.29}\\
& \leq C\left\|U_{0}\right\|_{1} t^{-\frac{k+1}{2}}+C e^{-\frac{c}{4} t}\left(\int_{|\xi| \geq 1}|\xi|^{2(k+1)}|\hat{U}(\xi, 0)|^{2} d \xi\right)^{1 / 2}\left(\int_{|\xi| \geq 1}|\xi|^{-2} d \xi\right)^{1 / 2} \\
& \leq C\left\|U_{0}\right\|_{1} t^{-\frac{k+1}{2}}+C e^{-\frac{c}{4} t}\left\|\partial_{x}^{k+1} U_{0}\right\|_{2} .
\end{align*}
$$

By using the inequality

$$
\begin{equation*}
\|f\|_{p} \leq\|\hat{f}\|_{q}, \quad \frac{1}{p}+\frac{1}{q}=1, \quad 1 \leq q \leq 2, \tag{3.30}
\end{equation*}
$$

we have

$$
\left\|\partial_{x}^{k} W\right\|_{\infty} \leq\left\|\widehat{\partial_{x}^{k} W}\right\|_{1},
$$

and therefore, this last inequality together with the estimate (3.29) imply (3.26). Thus, (i) is proved.
To prove (ii), we have, as in (3.28),

$$
\begin{equation*}
\left\|\widehat{\partial_{x}^{k} U}\right\|_{1} \leq C \int_{\xi \leq 1}|\xi|^{k} e^{-c \xi^{2} t}\left|\hat{U}_{0}(\xi)\right| d \xi+C \int_{|\xi| \geq 1}|\xi|^{k} e^{-\frac{c}{2} \rho(\xi) t}|\hat{U}(\xi, 0)| d \xi . \tag{3.31}
\end{equation*}
$$

We can estimate $\left|\hat{U}_{0}\right|$ as follows [12]:

$$
\begin{equation*}
\left|\hat{U}_{0}(\xi)\right| \leq C_{\gamma}|\xi|^{\gamma}\left\|U_{0}\right\|_{1, \gamma}+\left|\int_{\mathbb{R}} U_{0}(x) d x\right| \tag{3.32}
\end{equation*}
$$

with $C_{\gamma}=K_{\gamma}+M_{\gamma}$. Consequently, inserting (3.32) in (3.31) yields

$$
\begin{align*}
\left\|\widehat{\partial_{x}^{k} U}\right\|_{1} \leq & C\left\|U_{0}\right\|_{1, \gamma} \int_{\xi \leq 1}|\xi|^{k+\gamma} e^{-c \xi^{2} t} d \xi+C\left|\int_{\mathbb{R}} U_{0}(x) d x\right| \int_{\xi \leq 1}|\xi|^{k} e^{-c \xi^{2} t} d \xi \\
& +C \int_{|\xi| \geq 1}|\xi|^{k} e^{-\frac{c}{2} \rho(\xi) t}|\hat{U}(\xi, 0)| d \xi . \tag{3.33}
\end{align*}
$$

This means, by using

$$
\begin{equation*}
\int_{0}^{1}|\xi|^{\sigma} e^{-\frac{c}{2} \xi^{2} t} d \xi \leq C(1+t)^{-(\sigma+1) / 2} \tag{3.34}
\end{equation*}
$$

that

$$
\left\|\widehat{\partial_{x}^{k} U}\right\|_{1} \leq C\left\|U_{0}\right\|_{1} t^{-\frac{1}{2}-\frac{k+\gamma}{2}}+C e^{-\frac{c}{4} t}\left\|\partial_{x}^{k+1} U_{0}\right\|_{2}+C\left|\int_{\mathbb{R}} U_{0}(x) d x\right| t^{-\frac{k+1}{2}} .
$$

Consequently, using the (3.30) once again yields (3.27). Thus, the proof of (ii) is finished as is the proof of Theorem 3.7.

Remark 3.8 The decay estimates (3.24), (3.26) and (3.27) are new, but the estimate (3.23) can also be deduced from the work of Young and Wang [27]. However, our method of the proof here is different and can be adapted to tackle the nonlinear problem as well.

## 4 The nonlinear problem

In this section, we extend the decay results obtained in section 3 to the nonlinear problem (1.1). The latter can be written as the first-order system

$$
\left\{\begin{array}{l}
U_{t}+F(U)_{x}+L U=0,  \tag{4.1}\\
U(x, 0)=U_{0},
\end{array}\right.
$$

where $U=(v, z, \theta, q)^{T}$ and $F(U)=\left(-\sigma(z)+\beta \theta, v, \eta q+\delta v, \frac{\kappa}{\tau} \theta\right)^{T}$. The linearized problem (3.1) can be obtained by taking the Jacobian of $F$ at $U=0$ and setting $\sigma^{\prime}(0)=a$.

Remark 4.1 Our system is a symmetrizable hyperbolic system as in [1, 2]. In contrast to [1, 2], however, with our direct approach, we do not need assumptions on the existence of entropy functions satisfying certain inequalities. Moreover, we have additionally obtained results on decay estimates for derivatives of the solution.

Our goal in this section is to establish the global existence and asymptotic behavior of the solution of (4.1), at least for small initial data.

The local existence result can be obtained by the standard method based on the successive approximation sequence. We omit its details and only derive desired a priori estimates of solutions.

Remark 4.2 As we mentioned in the Introduction, Tarabek [26] obtained a global existence result similar to the one in Theorem 4.5 below, by using the energy method from the work of Slemrod [24]. He used a relation from the second law of thermodynamics to overcome the difficulty arising from the lack of the Poincaré inequality (see inequality (2.16) in [26]). However, no decay rate of the solution has been given in [26]. Here, we use a different method based on the weighted energy estimates to prove Theorem 4.5. This method also allows us to find the decay rates of the solution in certain Sobolev spaces, as shown in Theorem 4.8. These decay rates extend the ones given in [20] to estimates for the derivatives.

Our main goal now is to prove the global existence Theorem 4.5 and Theorem 4.8, which establishes the decay rates. We first need several lemmas and propositions. The aim of the computations that follow is to establish the inequality (4.67) below. To this end, the following basic types of estimates will be used:

- estimates obtained directly from the derivative of the total energy of the system (4.9);
- inequalities obtained by using equations in (4.13) to express estimates of energy of higher order;
- interpolation inequalities.

This approach has successfully been applied to other problems, e.g. Timoshenko systems [18, 19].
In order to state our main result, we introduce the time-weighted energy norm, $E(t)$, and the corresponding dissipation norm, $D(t)$, as follows:

$$
\begin{gather*}
E^{2}(t)=\sum_{j=0}^{s} \sup _{0 \leq \zeta \leq t}(1+\zeta)^{j}\left\|\partial_{x}^{j} U(\zeta)\right\|_{H^{s-j}}^{2},  \tag{4.2}\\
D^{2}(t)=\sum_{j=0}^{s-1} \int_{0}^{t}(1+\zeta)^{j}\left\|\partial_{x}^{j+1} U(\zeta)\right\|_{H^{s-j-1}}^{2} d \zeta+\sum_{j=0}^{s} \int_{0}^{t}(1+\zeta)^{j}\left\|\partial_{x}^{j} q(\tau)\right\|_{H^{s-j}}^{2} d \zeta . \tag{4.3}
\end{gather*}
$$

The following quantities are convenient in the computations below:

$$
\begin{aligned}
M_{0}(t) & =\sup _{0 \leq \zeta \leq t}\|U(\zeta)\|_{\infty} \\
M_{1}(t) & =\sup _{0 \leq \zeta \leq t}(1+\zeta)\left\|\partial_{x} U(\zeta)\right\|_{\infty} \\
M(t) & =\sum_{j=0}^{s} \sup _{0 \leq \zeta \leq t}(1+\zeta)^{1 / 4+j / 2}\left\|\partial_{x}^{j} U(\zeta)\right\|_{2} .
\end{aligned}
$$

Now, let $T>0$ and consider solutions of (4.1) that are defined on the time interval $[0, T]$ and satisfy $U \in C\left([0, T] ; H^{s}\right) \cap C^{1}\left([0, T] ; H^{s-1}\right)$. Thanks to the assumption $s>N / 2+1=3 / 2$ (where $N=1$ is the space dimension), it follows from the Sobolev embedding theorem that

$$
\begin{equation*}
\sup _{0 \leq \zeta \leq t}\|U(\zeta)\|_{\infty}+\sup _{0 \leq \zeta \leq t}\left\|\partial_{x} U(\zeta)\right\|_{\infty} \leq C\|U(t)\|_{H^{s}} . \tag{4.4}
\end{equation*}
$$

Thus, we derive the energy estimates under the a priori assumption

$$
\begin{equation*}
\sup _{0 \leq t \leq T}\|U(t)\|_{\infty} \leq \bar{\alpha}, \tag{4.5}
\end{equation*}
$$

where $\bar{\alpha}$ is a fixed small number independent of $T$.
Proposition 4.3 Let $U_{0} \in H^{s}(\mathbb{R}) \cap L^{1}(\mathbb{R})$ with $s \geq 3$. Assume that $T>0$ and let $U$ be the local solution of problem (4.1), such that

$$
U \in C\left([0, T] ; H^{s}\right) \cap C^{1}\left([0, T] ; H^{s-1}\right)
$$

and

$$
\sup _{0 \leq t \leq T}\|U(t)\|_{\infty} \leq \bar{\alpha} .
$$

Then, the estimate

$$
\begin{equation*}
E(t)^{2}+D(t)^{2} \leq C\left\|U_{0}\right\|_{H^{s}}^{2}+C\left(M_{0}(t)+M_{1}(t)\right) D^{2}(t) \tag{4.6}
\end{equation*}
$$

holds true for all $t \in[0, T]$, where $C$ is a positive constant independent of $T$.
Proof. In order to prove Proposition 4.3, it suffices to show that, for any $t \in[0, T]$ and for any $0 \leq j \leq s-1$, the estimates

$$
\begin{align*}
&(1+\zeta)^{j}\left\|\partial_{x}^{j} U(\zeta)\right\|_{H^{s-j}}^{2} \int_{0}^{t}(1+\zeta)^{j}\left\|\partial_{x}^{j+1} U(\zeta)\right\|_{H^{s-j-1}}^{2} d \zeta+\int_{0}^{t}(1+\zeta)^{j}\left\|\partial_{x}^{j} q(\zeta)\right\|_{H^{s-j}}^{2} d \zeta  \tag{4.7}\\
& \leq C\left\|U_{0}\right\|_{H^{s}}^{2}+C\left(M_{0}(t)+M_{1}(t)\right) D^{2}(t)
\end{align*}
$$

and

$$
\begin{equation*}
(1+\zeta)^{s}\left\|\partial_{x}^{s} U(\zeta)\right\|_{2}^{2}+\int_{0}^{t}(1+\zeta)^{s}\left\|\partial_{x}^{s} q(\zeta)\right\|_{2}^{2} d \zeta \leq C\left\|U_{0}\right\|_{H^{s}}^{2}+C\left(M_{0}(t)+M_{1}(t)\right) D^{2}(t) \tag{4.8}
\end{equation*}
$$

hold true.
First, let us rewrite (4.1) as:

$$
\left\{\begin{array}{l}
v_{t}-\sigma(z)_{x}+\beta \theta_{x}=0  \tag{4.9}\\
z_{t}-v_{x}=0 \\
\theta_{t}+\eta q_{x}+\delta v_{x}=0 \\
\tau q_{t}+q+\kappa \theta_{x}=0
\end{array}\right.
$$

We proceed with the basic energy estimate by multiplying the first equation in (4.9) by $\kappa \delta v$, the second equation by $\kappa \delta(\sigma(z)-\sigma(0)$ ), the third equation by $\kappa \beta \theta$, and the fourth equation by $\eta \beta q$. Adding the resulting equations, we obtain:

$$
\begin{align*}
& \frac{1}{2}\left(\kappa \delta v^{2}+\kappa \beta \theta^{2}+\eta \beta \tau q^{2}+\kappa \delta F(z)\right)_{t}  \tag{4.10}\\
& +(\kappa \beta \delta v \theta+\kappa \beta \eta q \theta-(\sigma(z)-\sigma(0)) v)_{x}+\eta \beta q^{2}=0,
\end{align*}
$$

where

$$
F(z)=2 \int_{0}^{z}(\sigma(s)-\sigma(0)) d s .
$$

Integrating equation (4.10) with respect to $x$ over $\mathbb{R}$, we find that

$$
\begin{equation*}
\frac{d}{d t} E^{(0)}(t)+\eta \beta\|q\|_{2}^{2}=0, \tag{4.11}
\end{equation*}
$$

where

$$
\begin{equation*}
E^{(0)}(t)=\frac{1}{2}\left(\kappa \delta\|v\|_{2}^{2}+\kappa \beta\|\theta\|_{2}^{2}+\eta \beta \tau\|q\|_{2}^{2}\right)+\kappa \delta \int_{\mathbb{R}} F(z) d x . \tag{4.12}
\end{equation*}
$$

To obtain the energy estimates on higher-order terms, we apply $\partial_{x}^{k}$ to (4.9) and get

$$
\left\{\begin{array}{l}
\partial_{x}^{k} v_{t}-\sigma^{\prime}(z) \partial_{x}^{k+1}(z)+\beta \partial_{x}^{k+1} \theta=\left[\partial_{x}^{k}, \sigma^{\prime}(z)\right] z_{x}  \tag{4.13}\\
\partial_{x}^{k} z_{t}-\partial_{x}^{k+1} v=0 \\
\partial_{x}^{k} \theta_{t}+\eta \partial^{k+1} q+\delta \partial_{x}^{k+1} v=0 \\
\tau \partial_{x}^{k} q_{t}+\partial_{x}^{k} q+\kappa \partial_{x}^{k+1} \theta=0
\end{array}\right.
$$

where we used $\left[\partial_{x}^{k}, A\right] B=\partial_{x}^{k}(A B)-A \partial_{x}^{k} B$.
Now, we define the energy associated with system (4.13) as

$$
\begin{equation*}
E^{k}(t)=\frac{1}{2}\left(\kappa \delta\left\|\partial_{x}^{k}\right\|_{2}^{2}+\kappa \beta\left\|\partial_{x}^{k} \theta\right\|_{2}^{2}+\eta \beta \tau\left\|\partial_{x}^{k} q\right\|_{2}^{2}\right)+\kappa \delta \int_{\mathbb{R}} F^{k}(z) d x, \tag{4.14}
\end{equation*}
$$

where

$$
F^{k}(z)=\frac{1}{2} \sigma^{\prime}(z)\left(\partial_{x}^{k} z\right)^{2} .
$$

Next, we construct a Lyapunov functional with appropriate multipliers. Multiplying the first equation in (4.13) by $\kappa \delta \partial_{x}^{k} v$, the second equation by $\kappa \delta\left(\sigma^{\prime}(z) \partial_{x}^{k} z\right.$ ), the third equation by $\kappa \beta \partial_{x}^{k} \theta$, the fourth equation by $\eta \beta \partial_{x}^{k} q$, and adding the resulting equations, we get

$$
\begin{align*}
& \frac{1}{2}\left(\kappa \delta\left(\partial_{x}^{k} v\right)^{2}+\kappa \beta\left(\partial_{x}^{k} \theta\right)^{2}+\eta \beta \tau\left(\partial_{x}^{k} q\right)^{2}+\kappa \delta \sigma^{\prime}(z)\left(\partial_{x}^{k} z\right)^{2}\right)_{t} \\
& +\left(\kappa \beta \delta \partial_{x}^{k} v \partial_{x}^{k} \theta+\kappa \beta \eta \partial_{x}^{k} q \partial_{x}^{k} \theta-\sigma^{\prime}(z) \partial_{x}^{k}(z) \partial_{x}^{k} v\right)_{x}+\eta \beta\left(\partial_{x}^{k} q\right)^{2}  \tag{4.15}\\
& =\frac{\kappa \delta}{2} \sigma^{\prime}(z)_{t}\left(\partial_{x}^{k} z\right)^{2}-\kappa \delta \sigma^{\prime}(z)_{x}\left(\partial_{x}^{k} z\right) \partial_{x}^{k} v+\kappa \delta \partial_{x}^{k} v\left[\partial_{x}^{k}, \sigma^{\prime}(z)\right] z_{x}
\end{align*}
$$

Integrating (4.15) with respect to $x$, we obtain

$$
\begin{equation*}
\frac{d}{d t} E^{(k)}(t)+\eta \beta\left\|\partial_{x}^{k} q\right\|_{2}^{2}=R_{0}^{(k)} \tag{4.16}
\end{equation*}
$$

where

$$
R_{0}^{(k)}=\int_{\mathbb{R}}\left\{\frac{\kappa \delta}{2} \sigma^{\prime}(z)_{t}\left(\partial_{x}^{k} z\right)^{2}-\kappa \delta \sigma^{\prime}(z)_{x}\left(\partial_{x}^{k} z\right) \partial_{x}^{k} v+\kappa \delta \partial_{x}^{k} v\left[\partial_{x}^{k}, \sigma^{\prime}(z)\right] z_{x}\right\} d x .
$$

Using the assumption (4.5) and keeping in mind that $z_{t}=v_{x}$, we get

$$
\left|R_{0}^{(k)}\right| \leq C \int_{\mathbb{R}}\left|v_{x}\right|\left|\partial_{x}^{k} z\right|^{2}+\left|z_{x}\right|\left|\partial_{x}^{k} z\right|\left|\partial_{x}^{k} v\right|+\left|\partial_{x}^{k}\right|| |\left[\partial_{x}^{k}, \sigma^{\prime}(z)\right]| | z_{x} \mid,
$$

which implies, by using Lemma 2.2 (see [10], where a similar estimate has been proved for the Timoshenko system), that

$$
\begin{equation*}
\left|R_{0}^{(k)}\right| \leq C\left\|\partial_{x} U\right\|_{\infty}\left\|\partial_{x}^{k} U\right\|_{2}^{2} \tag{4.17}
\end{equation*}
$$

On the other hand, recalling (4.5), we deduce that there exist two positive constants, $\beta_{1}$ and $\beta_{2}$, such that

$$
\begin{equation*}
\beta_{1}\left\|\partial_{x}^{k} U\right\|_{2}^{2} \leq E^{k}(t) \leq \beta_{2}\left\|\partial_{x}^{k} U\right\|_{2}^{2}, \quad k \geq 0 \tag{4.18}
\end{equation*}
$$

Consequently, multiplying (4.11) by $(1+t)^{\mu}$ and integrating with respect to $t$ and using (4.18) we get

$$
\begin{align*}
& (1+t)^{\mu}\|U(t)\|_{2}^{2}+\eta \beta \int_{0}^{t}(1+\zeta)^{\mu}\|q(\zeta)\|_{2}^{2} d \zeta \\
\leq & \left\|U_{0}\right\|_{2}^{2}+\mu \int_{0}^{t}(1+\zeta)^{\mu-1}\|U(\zeta)\|_{2}^{2} d \zeta \tag{4.19}
\end{align*}
$$

Similarly, for $k \geq 1$, the estimates (4.17), (4.18) together with (4.16) yield after multiplication by $(1+t)^{\mu}$ and integration with respect to $t$ over $(0, t)$ the following:

$$
\begin{align*}
& (1+t)^{\mu}\left\|\partial_{x}^{k} U(t)\right\|_{2}^{2}+\eta \beta \int_{0}^{t}(1+\zeta)^{\mu}\left\|\partial_{x}^{k} q(\zeta)\right\|_{2}^{2} d \zeta \\
& \leq C\left\|\partial_{x}^{k} U_{0}\right\|_{2}^{2}+\mu \int_{0}^{t}(1+\zeta)^{\mu-1}\left\|\partial_{x}^{k} U(\zeta)\right\|_{2}^{2} d \zeta  \tag{4.20}\\
& +C \int_{0}^{t}(1+\zeta)^{\mu}\left\|\partial_{x} U(\zeta)\right\|_{\infty}\left\|\partial_{x}^{k} U(\zeta)\right\|_{2}^{2} d \zeta
\end{align*}
$$

Adding the estimate (4.19) to (4.20) and taking the summation for $1 \leq k \leq s$, we get the main estimate:

$$
\begin{align*}
& (1+t)^{\mu}\|U(t)\|_{H^{s}}^{2}+\eta \beta \int_{0}^{t}(1+\zeta)^{\mu}\|q(\zeta)\|_{H^{s}}^{2} d \zeta \\
& \leq C\left\|U_{0}\right\|_{H^{s}}^{2}+\mu \int_{0}^{t}(1+\zeta)^{\mu-1}\|U(\zeta)\|_{H^{s}}^{2} d \zeta  \tag{4.21}\\
& +C \int_{0}^{t}(1+\zeta)^{\mu}\left\|\partial_{x} U(\zeta)\right\|_{\infty}\left\|\partial_{x} U(\zeta)\right\|_{H^{s-1}}^{2} d \zeta
\end{align*}
$$

To control the second term on the right-hand side of (4.21), we have to get a dissipative term of the form $\int_{0}^{t}\|U(t)\|_{H^{s}}^{2}$ on the left-hand side of (4.21). Applying $\partial_{x}^{k}$ to (4.9) and putting $\partial_{x}^{k}(v, z, \theta, q)=(\tilde{v}, \tilde{z}, \tilde{\theta}, \tilde{q})$, we get

$$
\left\{\begin{array}{l}
\tilde{v}_{t}-a \tilde{z}_{x}+\beta \tilde{\theta}_{x}=\partial_{x}^{k} g(z)_{x}  \tag{4.22}\\
\tilde{z}_{t}-\tilde{v}_{x}=0 \\
\tilde{\theta}_{t}+\eta \tilde{q}_{x}+\delta \tilde{v}_{x}=0 \\
\tau \tilde{q}_{t}+\tilde{q}+\kappa \tilde{\theta}_{x}=0
\end{array}\right.
$$

where $g(z)=\sigma(z)-\sigma(0)-\sigma^{\prime}(0) z=O\left(z^{2}\right)$.
Multiplying the second equation in (4.22) by $\tilde{v}_{x}$, the first equation by $-\tilde{z}_{x}$ and adding the resulting equations, we get

$$
\left(\tilde{v} \tilde{z}_{x}\right)_{t}-\left(\tilde{v} \tilde{z}_{t}\right)_{x}+a \tilde{z}_{x}^{2}-\tilde{v}_{x}^{2}-\beta \tilde{\theta}_{x} \tilde{z}_{x}=-\tilde{z}_{x} \partial_{x}^{k} g(z)_{x}
$$

Young's inequality gives

$$
\beta \tilde{\theta}_{x} \tilde{z}_{x} \leq \varepsilon \tilde{z}_{x}^{2}+C(\varepsilon) \tilde{\theta}_{x}^{2}
$$

and, for any $\varepsilon>0$,

$$
\begin{equation*}
\left(\tilde{v} \tilde{z}_{x}\right)_{t}-\left(\tilde{v} \tilde{z}_{t}\right)_{x}+(a-\varepsilon) \tilde{z}_{x}^{2}-\tilde{v}_{x}^{2} \leq-\tilde{z}_{x} \partial_{x}^{k} g(z)_{x}+C(\varepsilon) \tilde{\theta}_{x}^{2} \tag{4.23}
\end{equation*}
$$

Similarly, multiplying the third equation in (4.22) by $\tilde{v}_{x}$, the first equation by $-\tilde{\theta}_{x}$, adding the two resulting equations, we obtain

$$
\left(\tilde{\theta} \tilde{v}_{x}\right)_{t}-\left(\tilde{\theta} \tilde{v}_{t}\right)_{x}+\delta \tilde{v}_{x}^{2}-\beta \tilde{\theta}_{x}^{2}=-\eta \tilde{q}_{x} \tilde{v}_{x}-a \tilde{z}_{x} \tilde{\theta}_{x}-\tilde{\theta}_{x} \partial_{x}^{k} g(z)_{x}
$$

Again, Young's inequality implies that, for any $\varepsilon, \varepsilon_{1}>0$,

$$
\begin{equation*}
\left(\tilde{\theta} \tilde{v}_{x}\right)_{t}-\left(\tilde{\theta} \tilde{v}_{t}\right)_{x}+(\delta-\varepsilon) \tilde{v}_{x}^{2} \leq \varepsilon_{1} \tilde{z}_{x}^{2}+C\left(\varepsilon_{1}\right) \tilde{\theta}_{x}^{2}+C(\varepsilon) \tilde{q}_{x}^{2}-\tilde{\theta}_{x} \partial_{x}^{k} g(z)_{x} \tag{4.24}
\end{equation*}
$$

Next, multiplying the fourth equation in (4.22) by $\frac{1}{\tau} \tilde{\theta}_{x}$, the third equation by $-\tilde{q}_{x}$, and adding the results, we get

$$
\left(\tilde{q} \tilde{\theta}_{x}\right)_{t}-\left(\tilde{q} \tilde{\theta}_{t}\right)_{x}+\frac{\kappa}{\tau} \tilde{\theta}_{x}^{2}+\frac{1}{\tau} \tilde{q} \tilde{\theta}_{x}-\delta \tilde{v}_{x} \tilde{q}_{x}=0
$$

which gives, by Young's inequality,

$$
\begin{equation*}
\left(\tilde{q} \tilde{\theta}_{x}\right)_{t}-\left(\tilde{q} \tilde{\theta}_{t}\right)_{x}+\left(\frac{\kappa}{\tau}-\varepsilon\right) \tilde{\theta}_{x}^{2} \leq \varepsilon_{2} \tilde{v}_{x}^{2}+C\left(\varepsilon, \varepsilon_{2}\right)\left(\tilde{q}_{x}^{2}+q^{2}\right) . \tag{4.25}
\end{equation*}
$$

Now, we let $\tilde{\alpha}_{1}$ and $\tilde{\alpha}_{2}$ be two positive constants (to be chosen later), take (4.23) $+\tilde{\alpha}_{1}(4.24)+\tilde{\alpha}_{2}(4.25)$, and integrate the result over $\mathbb{R}$ to obtain:

$$
\begin{align*}
& \frac{d}{d t} \tilde{\mathscr{F}}^{(k)}(t)+\left\{(a-\varepsilon)-\varepsilon_{1} \tilde{\alpha}_{1}\right\}\left\|\partial_{x}^{k} z_{x}\right\|_{2}^{2}+\left\{\tilde{\alpha}_{1}(\delta-\varepsilon)-1-\varepsilon_{2} \tilde{\alpha}_{2}\right\}\left\|\partial_{x}^{k} v_{x}\right\|_{2}^{2} \\
& +\left\{\tilde{\alpha}_{2}\left(\frac{\kappa}{\tau}-\varepsilon\right)-C(\varepsilon)-\tilde{\alpha}_{1} C\left(\varepsilon_{1}\right)\right\}\left\|\partial_{x}^{k} \theta_{x}\right\|_{2}^{2}  \tag{4.26}\\
& \leq \tilde{\alpha}_{2} C\left(\varepsilon, \varepsilon_{2}, \tilde{\alpha}_{1}\right)\left(\left\|\partial_{x}^{k} q_{x}\right\|_{2}^{2}+\left\|\partial_{x}^{k} q\right\|_{2}^{2}\right)+R^{(k)}
\end{align*}
$$

where

$$
\begin{equation*}
\tilde{\mathscr{F}}^{(k)}(t)=\int_{\mathbb{R}} \partial_{x}^{k} v \partial_{x}^{k+1} z d x+\tilde{\alpha}_{1} \int_{\mathbb{R}} \partial_{x}^{k} \theta \partial_{x}^{k+1} v d x+\tilde{\alpha}_{2} \int_{\mathbb{R}} \partial_{x}^{k} q \partial_{x}^{k+1} \theta d x \tag{4.27}
\end{equation*}
$$

and

$$
R^{(k)}=-\int_{\mathbb{R}}\left(\partial_{x}^{k} z_{x} \partial_{x}^{k} g(z)_{x}+\tilde{\alpha}_{1} \partial_{x}^{k} \theta_{x} \partial_{x}^{k} g(z)_{x}\right) d x
$$

We choose the constants $\varepsilon, \varepsilon_{1}, \varepsilon_{2}, \tilde{\alpha}_{1}$, and $\tilde{\alpha}_{2}$ exactly as we have chosen $\epsilon, \epsilon_{1}, \epsilon_{2}, \alpha_{1}$, and $\alpha_{2}$ in (3.16). Then, we deduce that there exists $\tilde{\lambda}>0$, such that for any $0 \leq k \leq s-1$, the estimate (4.26) takes the form

$$
\frac{d}{d t} \tilde{\mathscr{F}}^{(k)}(t)+\tilde{\lambda}\left\{\left\|\partial_{x}^{k} z_{x}\right\|_{2}^{2}+\left\|\partial_{x}^{k} v_{x}\right\|_{2}^{2}+\left\|\partial_{x}^{k} \theta_{x}\right\|_{2}^{2}\right\} \leq \tilde{\alpha}_{2} C\left(\varepsilon, \varepsilon_{2}, \tilde{\alpha}_{1}\right)\left\|\partial_{x}^{k} q\right\|_{H^{1}}^{2}+R^{(k)}
$$

This inequality can be rewritten as

$$
\begin{equation*}
\frac{d}{d t} \tilde{\mathscr{F}}^{(k)}(t)+\tilde{\lambda}_{1}\left\|\partial_{x}^{k+1} U(t)\right\|_{2}^{2} \leq \tilde{\alpha}_{2} C\left(\varepsilon, \varepsilon_{2}, \tilde{\alpha}_{1}\right)\left\|\partial_{x}^{k} q(t)\right\|_{H^{1}}^{2}+R^{(k)} \tag{4.28}
\end{equation*}
$$

for any $0 \leq k \leq s-1$ and for some $\tilde{\lambda}_{1}>0$.
On the other hand, there exists a constant $c_{1}>0$, such that

$$
\begin{equation*}
\left|\tilde{\mathscr{F}}^{(k)}(t)\right| \leq c_{1}\left\|\partial_{x}^{k} U(t)\right\|_{H^{1}}^{2}, \quad \forall t \geq 0 \tag{4.29}
\end{equation*}
$$

We also have the following estimate, as in [10],

$$
\begin{equation*}
R_{1}^{(k)} \leq C\|z\|_{\infty}\left\|\partial_{x}^{k+1} z\right\|_{2}^{2}+C\|z\|_{\infty}\left\|\partial_{x}^{k+1} \theta\right\|_{2}\left\|\partial_{x}^{k+1} z\right\|_{2} . \tag{4.30}
\end{equation*}
$$

Now, multiplying (4.28) by $(1+t)^{\mu}$, integrating with respect to $t$ and using (4.29) and (4.30), we arrive at

$$
\begin{align*}
\int_{0}^{t}(1+\zeta)^{\mu}\left\|\partial_{x}^{k+1} U(\zeta)\right\|_{2}^{2} d \zeta \leq & C\left\|\partial_{x}^{k} U_{0}\right\|_{H^{1}}^{2}+C(1+t)^{\mu}\left\|\partial_{x}^{k} U(t)\right\|_{H^{1}}^{2}+C \int_{0}^{t}(1+\zeta)^{\mu}\left\|\partial_{x}^{k} q(\zeta)\right\|_{H^{1}}^{2} d \zeta \\
& +C \int_{0}^{t}(1+\zeta)^{\mu}\|z\|_{\infty}\left(\left\|\partial_{x}^{k+1} z\right\|_{2}^{2}+\left\|\partial_{x}^{k+1} \theta\right\|_{2}\left\|\partial_{x}^{k+1} z\right\|_{2}\right) \tag{4.31}
\end{align*}
$$

for all $t \geq 0$ and for $0 \leq k \leq s-1$. Taking the summation in (4.31) over $k$ with $0 \leq k \leq s-1$, we get

$$
\begin{align*}
\int_{0}^{t}(1+\zeta)^{\mu}\left\|\partial_{x} U(\zeta)\right\|_{H^{s-1}}^{2} d \zeta \leq & C\left\|U_{0}\right\|_{H^{s}}^{2}+C(1+t)^{\mu}\|U(t)\|_{H^{s}}^{2}+C \int_{0}^{t}(1+\zeta)^{\mu}\|q(\zeta)\|_{H^{s}}^{2} d \zeta \\
& +C \int_{0}^{t}(1+\zeta)^{\mu}\|z\|_{\infty}\left(\left\|\partial_{x} z\right\|_{H^{s-1}}^{2}+\left\|\partial_{x} \theta\right\|_{H^{s-1}}\left\|\partial_{x} z\right\|_{H^{s-1}}\right) d \zeta . \tag{4.32}
\end{align*}
$$

Let $\omega$ be a positive constant. Then taking (4.21) $+\omega(4.32)$ and choosing $\omega$ small enough, we arrive at the following estimate:

$$
\begin{align*}
& (1+t)^{\mu}\|U(t)\|_{H^{s}}^{2}+\int_{0}^{t}(1+\zeta)^{\mu}\|q(\zeta)\|_{H^{s}}^{2} d \zeta+\omega \int_{0}^{t}(1+\zeta)^{\mu}\left\|\partial_{x} U(\zeta)\right\|_{H^{s-1}}^{2} d \zeta \\
& \leq C\left\|U_{0}\right\|_{H^{s}}^{2}+\mu \int_{0}^{t}(1+\zeta)^{\mu-1}\|U(\zeta)\|_{H^{s}}^{2} d \zeta  \tag{4.33}\\
& +C \omega \int_{0}^{t}(1+\zeta)^{\mu}\|z\|_{\infty}\left(\left\|\partial_{x} z\right\|_{H^{s-1}}^{2}+\left\|\partial_{x} \theta\right\|_{H^{s-1}}\left\|\partial_{x} z\right\|_{H^{s-1}}\right) d \zeta \\
& +C \int_{0}^{t}(1+\zeta)^{\mu}\left\|\partial_{x} U(\zeta)\right\|_{\infty}\left\|\partial_{x} U(\zeta)\right\|_{H^{s-1}}^{2} d \zeta .
\end{align*}
$$

Our goal now is to prove (4.7), which will be done by induction on $j$. Indeed, we deduce from (4.49) that (4.7) holds for $j=0$. Now, we let $0 \leq l \leq s-1$ and suppose that (4.7) holds true for $j=l$. Then, we will show the validity of (4.7) for $j=l+1$. Taking $\mu=l+1$ in (4.20) and adding over $k$ with $l+1 \leq k \leq s$, we obtain

$$
\begin{align*}
& (1+t)^{l+1}\left\|\partial_{x}^{l+1} U(t)\right\|_{H^{s-l-1}}^{2}+\int_{0}^{t}(1+\zeta)^{l+1}\left\|\partial_{x}^{l+1} q(\zeta)\right\|_{H^{s-l-1}}^{2} d \zeta \\
& \leq C\left\|U_{0}\right\|_{H^{s}}^{2}+C \int_{0}^{t}(1+\zeta)^{l}\left\|\partial_{x}^{l+1} U(\zeta)\right\|_{H^{s-l-1}}^{2} d \zeta  \tag{4.34}\\
& +C \int_{0}^{t}(1+\zeta)^{l+1}\left\|\partial_{x} U(\zeta)\right\|_{\infty}\left\|\partial_{x}^{l+1} U(\zeta)\right\|_{H^{s-l-1}}^{2} d \zeta
\end{align*}
$$

where we have used the fact that $\left\|\partial_{x}^{l+1} U_{0}\right\|_{H^{s-l-1}}^{2} \leq\left\|U_{0}\right\|_{H^{s}}^{2}$.
By the same method, taking $\mu=l+1$ in (4.31) and adding over $k$ with $l+1 \leq k \leq s-1$, we have

$$
\begin{align*}
\int_{0}^{t}(1+\zeta)^{l+1}\left\|\partial_{x}^{l+2} U(\zeta)\right\|_{H^{s-l-2}}^{2} d \zeta \leq & C\left\|U_{0}\right\|_{H^{s}}^{2}+C(1+t)^{l+1}\left\|\partial_{x}^{l+1} U(t)\right\|_{H^{s-l-1}} \\
& +C \int_{0}^{t}(1+\zeta)^{l+1}\left\|\partial_{x}^{l+1} q(\zeta)\right\|_{H^{s-l-1}}^{2} d \zeta  \tag{4.35}\\
& +C \int_{0}^{t}(1+\zeta)^{l+1}\|z\|_{\infty}\left(\left\|\partial_{x}^{l+2} z\right\|_{H^{s-l-2}}^{2}+\left\|\partial_{x}^{l+2} \theta\right\|_{H^{s-l-2}}\left\|\partial_{x}^{l+2} z\right\|_{H^{s-l-2}}\right) d \zeta
\end{align*}
$$

As above, for $\hat{\omega}$ small enough, we have by taking (4.34) $+\hat{\omega}(4.35)$,

$$
\begin{align*}
(1+t)^{l+1}\left\|\partial_{x}^{l+1} U(t)\right\|_{H^{s-l-1}}^{2}+ & \int_{0}^{t}(1+\zeta)^{l+1}\left\|\partial_{x}^{l+1} q(\zeta)\right\|_{H^{s-l-1}}^{2} d \zeta+\int_{0}^{t}(1+\zeta)^{l+1}\left\|\partial_{x}^{l+2} U(\zeta)\right\|_{H^{s-l-2}}^{2} d \zeta \\
\leq & C\left\|U_{0}\right\|_{H^{s}}^{2}+C \int_{0}^{t}(1+\zeta)^{l}\left\|\partial_{x}^{l+1} U(\zeta)\right\|_{H^{s-l-1}}^{2} d \zeta  \tag{4.36}\\
& +C \int_{0}^{t}(1+\zeta)^{l+1}\left\|\partial_{x} U(\zeta)\right\|_{\infty}\left\|\partial_{x}^{l+1} U(\zeta)\right\|_{H^{s-l-1}}^{2} d \zeta, \\
& +C \int_{0}^{t}(1+\zeta)^{l+1}\|z\|_{\infty}\left(\left\|\partial_{x}^{l+2} z\right\|_{H^{s-l-2}}^{2}+\left\|\partial_{x}^{l+2} \theta\right\|_{H^{s-l-2}}\left\|\partial_{x}^{l+2} z\right\|_{H^{s-l-2}}\right) d \zeta,
\end{align*}
$$

where $C$ is a positive constant depending on $\hat{\omega}$.
The second term on the right-hand side of (4.36) is estimated by the induction hypothesis (4.7) with $j=l$ as

$$
\begin{equation*}
\int_{0}^{t}(1+\zeta)^{l}\left\|\partial_{x}^{l+1} U(\zeta)\right\|_{H^{s-l-1}}^{2} d \zeta \leq C\left\|U_{0}\right\|_{H^{s}}^{2}+C\left(M_{0}(t)+M_{1}(t)\right) D^{2}(t) . \tag{4.37}
\end{equation*}
$$

On the other hand, we have

$$
\begin{align*}
\int_{0}^{t}(1+\zeta)^{l+1}\left\|\partial_{x} U(\zeta)\right\|_{L^{\infty}}\left\|\partial_{x}^{l+1} U(\zeta)\right\|_{H^{s-l-1}}^{2} d \zeta & \leq C M_{1}(t) \int_{0}^{t}(1+\zeta)^{l}\left\|\partial_{x}^{l+1} U(\zeta)\right\|_{H^{s-l-1}}^{2} d \zeta  \tag{4.38}\\
& \leq C M_{1}(t) D^{2}(t)
\end{align*}
$$

Also,

$$
\begin{align*}
\int_{0}^{t}(1+\zeta)^{l+1}\|z\|_{\infty}\left\|\partial_{x}^{l+2} z\right\|_{H^{s-l-2}}^{2} d \zeta & \leq C M_{0}(t) \int_{0}^{t}(1+\zeta)^{l+1}\left\|\partial_{x}^{l+2} z\right\|_{H^{s-l-2}}^{2} d \zeta \\
& \leq C M_{0}(t) D^{2}(t) \tag{4.39}
\end{align*}
$$

The last term on the right-hand side of (4.36) can be estimated as follows:

$$
\begin{align*}
& \int_{0}^{t}(1+\zeta)^{l+1}\|z\|_{\infty}\left\|\partial_{x}^{l+2} \theta\right\|_{H^{s-l-2}}\left\|\partial_{x}^{l+2} z\right\|_{H^{s-l-2}} d \zeta \\
\leq & C M_{0}(t)\left(\int_{0}^{t}(1+\zeta)^{l+1}\left\|\partial_{x}^{l+2} \theta\right\|_{H^{s-l-2}}^{2} d \zeta\right)^{1 / 2}\left(\int_{0}^{t}(1+\zeta)^{l+1}\left\|\partial_{x}^{l+2} z\right\|_{H^{s-l-2}}^{2} d \zeta\right)^{1 / 2} \\
\leq & C M_{0}(t) D^{2}(t) \tag{4.40}
\end{align*}
$$

Inserting the estimates (4.37), (4.38), (4.39), and (4.40) into (4.36), we get

$$
\begin{align*}
& (1+t)^{l+1}\left\|\partial_{x}^{l+1} U(t)\right\|_{H^{s-l-1}}^{2}+\int_{0}^{t}(1+\zeta)^{l+1}\left\|\partial_{x}^{l+1} q(\zeta)\right\|_{H^{s-l-1}}^{2} d \zeta \\
& +\int_{0}^{t}(1+\zeta)^{l+1}\left\|\partial_{x}^{l+2} U(\zeta)\right\|_{H^{s-l-2}}^{2} d \zeta  \tag{4.41}\\
\leq & C\left\|U_{0}\right\|_{H^{s}}^{2}+C\left(M_{0}(t)+M_{1}(t)\right) D^{2}(t),
\end{align*}
$$

which shows that (4.7) holds true for $j=l+1$. Thus, by induction, we have proved (4.7) for all $0 \leq j \leq s-1$. Now, we are going to prove the estimate (4.8). Indeed, taking $\mu=k=s$ in (4.20), we arrive at

$$
\begin{align*}
(1+t)^{s}\left\|\partial_{x}^{s} U(t)\right\|_{2}^{2}+\eta \beta \int_{0}^{t}(1+\zeta)^{s}\left\|\partial_{x}^{s} q(\zeta)\right\|_{2}^{2} d \zeta & \leq C\left\|\partial_{x}^{s} U_{0}\right\|_{2}^{2}+s \int_{0}^{t}(1+\zeta)^{s-1}\left\|\partial_{x}^{s} U(\zeta)\right\|_{2}^{2} d \zeta  \tag{4.42}\\
& +C \int_{0}^{t}(1+\zeta)^{s}\left\|\partial_{x} U(\zeta)\right\|_{\infty}\left\|\partial_{x}^{s} U(\zeta)\right\|_{2}^{2} d \zeta .
\end{align*}
$$

From (4.7), we have for $j=s-1$

$$
\begin{equation*}
\int_{0}^{t}(1+\zeta)^{s-1}\left\|\partial_{x}^{s} U(\zeta)\right\|_{2}^{2} d \zeta \leq C\left\|U_{0}\right\|_{H^{s}}^{2}+C\left(M_{0}(t)+M_{1}(t)\right) D^{2}(t) \tag{4.43}
\end{equation*}
$$

On the other hand, the last term on the right hand side of (4.42) is estimated as follows:

$$
\begin{equation*}
\int_{0}^{t}(1+\zeta)^{s}\left\|\partial_{x} U(\zeta)\right\|_{\infty}\left\|\partial_{x}^{s} U(\zeta)\right\|_{2}^{2} d \zeta \leq C M_{1}(t) D^{2}(t) \tag{4.44}
\end{equation*}
$$

Inserting the estimates (4.43) and (4.44) into (4.42) yields (4.8). Consequently, the proof of Proposition 4.3 is finished.

Proposition 4.4 Assume that $U_{0} \in H^{s}(\mathbb{R})$ where $s \geq 2$ is an integer. Let $U(x, t)$ be the local solution of problem (4.1) on the interval $[0, T]$. Then, there exists a small positive constant $\bar{\alpha}$, independent of $T$, such that, if $\sup _{0 \leq t \leq T}\|U(t, x)\|_{H^{s}} \leq \bar{\alpha}$, then the solution satisfies the following uniform energy estimate for $t \in[0, T]:$

$$
\begin{equation*}
\|U(t)\|_{H^{s}}^{2}+\int_{0}^{t}\|q(\zeta)\|_{H^{s}}^{2} d \zeta+\int_{0}^{t}\left\|\partial_{x} U(\zeta)\right\|_{H^{s-1}}^{2} d \zeta \leq C\left\|U_{0}\right\|_{H^{s}}^{2} \tag{4.45}
\end{equation*}
$$

Proof. Let us take $\mu=0$ in (4.33). Then, we obtain

$$
\begin{align*}
& \|U(t)\|_{H^{s}}^{2}+\int_{0}^{t}\|q(\zeta)\|_{H^{s}}^{2} d \zeta+\omega \int_{0}^{t}\left\|\partial_{x} U(\zeta)\right\|_{H^{s-1}}^{2} d \zeta \\
& \leq C\left\|U_{0}\right\|_{H^{s}}^{2}+C \omega \int_{0}^{t}\|z\|_{\infty}\left(\left\|\partial_{x} z(\zeta)\right\|_{H^{s-1}}^{2}+\left\|\partial_{x} \theta(\zeta)\right\|_{H^{s-1}}\left\|\partial_{x} z(\zeta)\right\|_{H^{s-1}}\right) d \zeta  \tag{4.46}\\
& +C \int_{0}^{t}\left\|\partial_{x} U(\zeta)\right\|_{\infty}\left\|\partial_{x} U(\zeta)\right\|_{H^{s-1}}^{2} d \zeta
\end{align*}
$$

Let $\bar{\alpha}$ be a small positive constant independent of $T$ such that $\sup _{0 \leq t \leq T}\|U(t, x)\|_{H^{s}} \leq \bar{\alpha}$, which implies, by (4.4) and $s \geq 2$, that

$$
\sup _{0 \leq t \leq T}\left\|\partial_{x} U(t)\right\|_{\infty} \leq \bar{\alpha}
$$

The last term on the right-hand side of (4.46) is estimated as

$$
\begin{equation*}
\int_{0}^{t}\left\|\partial_{x} U(\zeta)\right\|_{\infty}\left\|\partial_{x} U(\zeta)\right\|_{H^{s-1}}^{2} d \zeta \leq \bar{\alpha} \int_{0}^{t}\left\|\partial_{x} U(\zeta)\right\|_{H^{s-1}}^{2} d \zeta \tag{4.47}
\end{equation*}
$$

Similarly, we have

$$
\begin{align*}
& \int_{0}^{t}\|z\|_{\infty}\left(\left\|\partial_{x} z(\zeta)\right\|_{H^{s-1}}^{2}+\left\|\partial_{x} \theta(\zeta)\right\|_{H^{s-1}}\left\|\partial_{x} z(\zeta)\right\|_{H^{s-1}}\right) d \zeta \\
\leq & \bar{\alpha} \int_{0}^{t}\left(\left\|\partial_{x} z(\zeta)\right\|_{H^{s-1}}^{2}+\left\|\partial_{x} \theta(\zeta)\right\|_{H^{s-1}}\left\|\partial_{x} z(\zeta)\right\|_{H^{s-1}}\right) d \zeta  \tag{4.48}\\
\leq & 2 \bar{\alpha} \int_{0}^{t}\left\|\partial_{x} U(\zeta)\right\|_{H^{s-1}}^{2} d \zeta
\end{align*}
$$

Plugging (4.47) and (4.48) into (4.46), we get

$$
\begin{aligned}
& \|U(t)\|_{H^{s}}^{2}+\int_{0}^{t}\|q(\zeta)\|_{H^{s}}^{2} d \zeta+\int_{0}^{t}\left\|\partial_{x} U(\zeta)\right\|_{H^{s-1}}^{2} d \zeta \\
& \leq C\left\|U_{0}\right\|_{H^{s}}^{2}+C \bar{\alpha} \int_{0}^{t}\left\|\partial_{x} U(\zeta)\right\|_{H^{s-1}}^{2} d \zeta
\end{aligned}
$$

This last inequality implies (4.45) provided that $\bar{\alpha}$ is sufficiently small. This completes the proof of Proposition 4.4.

Theorem 4.5 Assume that $U_{0} \in H^{s}(\mathbb{R})$ where $s \geq 2$ is an integer. Then, there exists a small positive constant $\delta_{0}$ such that, if $\left\|U_{0}\right\|_{H^{s}} \leq \delta_{0}$, then (4.1) has a unique global solution $U(x, t)$ such that

$$
U \in C\left([0, \infty) ; H^{s}\right) \cap C^{1}\left([0, \infty) ; H^{s-1}\right) .
$$

Moreover, the solution satisfies the uniform energy estimate:

$$
\begin{equation*}
\|U(t)\|_{H^{s}}^{2}+\int_{0}^{t}\|q(\zeta)\|_{H^{s}}^{2} d \zeta+\int_{0}^{t}\left\|\partial_{x} U(\zeta)\right\|_{H^{s-1}}^{2} d \zeta \leq C\left\|U_{0}\right\|_{H^{s}}^{2} \tag{4.49}
\end{equation*}
$$

Proof. By using Proposition 4.4, the proof of Theorem 4.5 is straightforward. Indeed, using the a priori estimate (4.45), we can apply the continuity argument and get a global solution to problem (4.1) as long as $\left\|U_{0}\right\|_{H^{s}}^{2}$ is suitably small, i.e., $\left\|U_{0}\right\|_{H^{s}}^{2} \leq \delta_{0}$. The solution thus obtained satisfies the estimate (4.45) for all $t \geq 0$. The proof of Theorem 4.5 is therefore finished.

Lemma 4.6 Suppose that $U_{0} \in H^{s}(\mathbb{R}) \cap L^{1}(\mathbb{R})$ with $s \geq 3$. Then we have

$$
\begin{equation*}
M(t) \leq C E_{s}+C M(t)^{2}+C M_{0}(t) E(t), \tag{4.50}
\end{equation*}
$$

for all $t \in[0, T]$, where $C$ is a positive constant independent of $T$ and $E_{S}=\left\|U_{0}\right\|_{H^{s}}+\left\|U_{0}\right\|_{L^{1}}$.
Proof. In order to prove (4.50), it suffices to establish the estimate

$$
\begin{equation*}
\left\|\partial_{x}^{j} U(t)\right\|_{2} \leq C E_{s}(1+t)^{-1 / 4-j / 2}+C\left(M(t)^{2}+M_{0}(t) E(t)\right)(1+t)^{-1 / 4-j / 2}, \tag{4.51}
\end{equation*}
$$

for all $t \in[0, T]$ and $0 \leq j \leq s-1$.
By the Duhamel principle, the solution of (4.1) can be written as

$$
\begin{equation*}
U(t)=e^{t \Phi} U_{0}+\int_{0}^{t} e^{(t-\zeta) \Phi} G(U)_{x}(\zeta) d \zeta, \tag{4.52}
\end{equation*}
$$

where

$$
\left(e^{t \Phi} \omega\right)(x)=\mathcal{F}^{-1}\left[e^{t \hat{\Phi}(i \xi)} \hat{\omega}(\xi)\right](x)
$$

with $\hat{\Phi}(i \xi)=-(i \xi A+L)$ and $G(U)=(g(z), 0,0,0)$. Therefore, estimate (3.23) can be rewritten as

$$
\begin{equation*}
\left\|\partial_{x}^{k} e^{t \Phi} U_{0}\right\|_{2} \leq C(1+t)^{-1 / 4-k / 2}\left\|U_{0}\right\|_{1}+C e^{-c t}\left\|\partial_{x}^{k} U_{0}\right\|_{2} . \tag{4.53}
\end{equation*}
$$

Let $j$ be a nonnegative integer and apply $\partial_{x}^{j}$ to (4.52) to obtain

$$
\begin{align*}
\left\|\partial_{x}^{j} U(t)\right\|_{2} & \leq\left\|\partial_{x}^{j} e^{t \Phi} U_{0}\right\|_{2}+\int_{0}^{t}\left\|\partial_{x}^{j+1} e^{(t-\zeta) \Phi} G(U)\right\|_{2} d \zeta \\
& =I_{1}+I_{2} . \tag{4.54}
\end{align*}
$$

Since $e^{t \Phi} U_{0}$ is the solution of the linear problem, then from (3.23), we get

$$
\begin{equation*}
I_{1} \leq C E_{s}(1+t)^{-1 / 4-j / 2} \tag{4.55}
\end{equation*}
$$

To estimate $I_{2}$, split it into two parts:

$$
\begin{aligned}
I_{2} & =\int_{0}^{t / 2}\left\|\partial_{x}^{j+1} e^{(t-\zeta) \Phi} G(U(\zeta))\right\|_{2} d \zeta+\int_{t / 2}^{t}\left\|\partial_{x}^{j+1} e^{(t-\zeta) \Phi} G(U(\zeta))\right\|_{2} d \zeta \\
& =J_{1}+J_{2}
\end{aligned}
$$

Using Lemma 2.2, recalling that $g(z)=O\left(z^{2}\right)$, and applying (3.23), we obtain

$$
\begin{align*}
J_{1} & \leq C \int_{0}^{t / 2}(1+t-\zeta)^{-3 / 4-j / 2}\|G(U(\zeta))\|_{1} d \zeta+C \int_{0}^{t / 2} e^{-c(t-\zeta)}\left\|\partial_{x}^{j+1} G(U(\zeta))\right\|_{2} d \zeta \\
& \leq C \int_{0}^{t / 2}(1+t-\zeta)^{-3 / 4-j / 2}\|U(\zeta)\|_{2}^{2} d \zeta+C \int_{0}^{t / 2} e^{-c(t-\zeta)}\left\|\partial_{x}^{j+1} G(U(\zeta))\right\|_{2} d \zeta \\
& \leq C M(t)^{2} \int_{0}^{t / 2}(1+t-\zeta)^{-3 / 4-j / 2}(1+\zeta)^{-1 / 2} d \zeta+C \int_{0}^{t / 2} e^{-c(t-\zeta)}\left\|\partial_{x}^{j+1} G(U(\zeta))\right\|_{2} d \zeta \tag{4.56}
\end{align*}
$$

The first term on the right-hand side of (4.56) can be estimated as

$$
\begin{equation*}
C M(t)^{2} \int_{0}^{t / 2}(1+t-\zeta)^{-3 / 4-j / 2}(1+\zeta)^{-1 / 2} d \zeta \leq C M(t)^{2}(1+t)^{-1 / 4-j / 2} \tag{4.57}
\end{equation*}
$$

where we used (2.6).
On the other hand,

$$
\left\|\partial_{x}^{j+1} G(U)\right\|_{2} \leq\|U\|_{\infty}\left\|\partial_{x}^{j+1} U\right\|_{2}
$$

and, for $j+1 \leq s$, we obtain

$$
\|U\|_{\infty}\left\|\partial_{x}^{j+1} U\right\|_{2} \leq M_{0}(t)\left\|\partial_{x}^{j+1} U\right\|_{H^{s-j-1}} \leq M_{0}(t) E(t)(1+t)^{-1 / 2-j / 2}
$$

Consequently, the last term on the right-hand side of (4.56) can be estimated as

$$
\begin{align*}
C \int_{0}^{t / 2} e^{-c(t-\zeta)}\left\|\partial_{x}^{j+1} G(U(\zeta))\right\|_{2} d \zeta & \leq C M_{0}(t) E(t) \int_{0}^{t / 2} e^{-c(t-\zeta)}(1+\zeta)^{-1 / 2-j / 2} d \zeta \\
& \leq C M_{0}(t) E(t)(1+t)^{-1 / 2-j / 2} \tag{4.58}
\end{align*}
$$

Using (4.57) and (4.58), we deduce that

$$
\begin{equation*}
J_{1} \leq C\left(M(t)^{2}+M_{0}(t) E(t)\right)(1+t)^{-1 / 4-j / 2} \tag{4.59}
\end{equation*}
$$

Next, $J_{2}$ is estimated by applying (4.53) with $j=1$ and using $\partial_{x}^{j} G(U)$ instead of $U_{0}$, to obtain

$$
\begin{aligned}
J_{2} & =\int_{t / 2}^{t}\left\|\partial_{x} e^{(t-\zeta) \Phi} \partial_{x}^{j} G(U(\zeta))\right\|_{2} d \zeta \\
& \leq C \int_{t / 2}^{t}(1+t-\zeta)^{-\frac{5}{4}}\left\|\partial_{x}^{j} G(U(\zeta))\right\|_{1} d \zeta+C \int_{t / 2}^{t} e^{-c(t-\zeta)}\left\|\partial_{x}^{j+1} G(U(\zeta))\right\|_{2} d \zeta \\
& =J_{21}+J_{22}
\end{aligned}
$$

On the other hand, we have (see [10, page 1021]):

$$
\begin{aligned}
\left\|\partial_{x}^{j} G(U)\right\|_{1} & \leq C\|U\|_{2}\left\|\partial_{x}^{j} U\right\|_{2} \\
& \leq C M^{2}(t)(1+t)^{-1 / 2-j / 2}
\end{aligned}
$$

for $j \leq s-1$. Thus,

$$
\begin{align*}
J_{21} & \leq C M^{2}(t) \int_{t / 2}^{t}(1+t-\zeta)^{-5 / 4}(1+\zeta)^{-1 / 2-j / 2} d \zeta \\
& \leq C M^{2}(t)(1+t)^{-1 / 2-j / 2} \tag{4.60}
\end{align*}
$$

Since

$$
\begin{aligned}
\left\|\partial_{x}^{j+1} G(U)\right\|_{2} & \leq C\|U\|_{\infty}\left\|\partial_{x}^{j+1} U\right\|_{2} \\
& \leq C M_{0}(t)\left\|\partial_{x}^{j+1} U\right\|_{H^{s-j-1}} \\
& \leq C M_{0}(t) E(t)(1+t)^{-1 / 2-j / 2}
\end{aligned}
$$

we get

$$
\begin{align*}
J_{22} & \leq C M_{0}(t) E(t) \int_{t / 2}^{t} e^{-c(t-\zeta)}(1+\zeta)^{-1 / 2-j / 2} d \zeta \\
& \leq C M_{0}(t) E(t)(1+t)^{-1 / 2-j / 2} \tag{4.61}
\end{align*}
$$

From (4.60) and (4.61), it follows that

$$
\begin{equation*}
J_{2} \leq C M_{0}(t) E(t)(1+t)^{-1 / 2-j / 2} \tag{4.62}
\end{equation*}
$$

Therefore, (4.55), (4.59), and (4.62) lead to

$$
\begin{equation*}
\left\|\partial_{x}^{j} U(t)\right\|_{2} \leq C E_{s}(1+t)^{-1 / 4-j / 2}+C\left(M(t)^{2}+M_{0}(t) E(t)\right)(1+t)^{-1 / 4-j / 2} \tag{4.63}
\end{equation*}
$$

for all $0 \leq j \leq s-1$. Estimate (4.51) is now proved, which concludes the proof of Lemma 4.6.
Lemma 4.7 Let $U_{0} \in H^{s}(\mathbb{R}) \cap L^{1}(\mathbb{R})$ with $s \geq 3$ and put $E_{s}=\left\|U_{0}\right\|_{H^{s}}+\left\|U_{0}\right\|_{1}$. Let $T>0$ and let $U(x, t)$ be the solution of (3.3), satisfying

$$
\left.U \in C\left([0, T] ; H^{s}\right) \cap C^{1}(0, T] ; H^{s-1}\right)
$$

Then, we have the a priori estimates:

$$
\begin{align*}
E^{2}(T)+D^{2}(T) & \leq C E_{s}^{2}  \tag{4.64}\\
M(T) & \leq C E_{s}, \tag{4.65}
\end{align*}
$$

where $C$ is a positive constant independent of $T$ and $E_{s}$.

Proof. By using the following interpolation inequality:

$$
\begin{equation*}
\|U\|_{\infty} \leq \sqrt{2}\|U\|_{2}^{1 / 2}\left\|\partial_{x} U\right\|_{2}^{1 / 2} \tag{4.66}
\end{equation*}
$$

we can see that

$$
M_{0}(t) \leq C M(t),
$$

provided that $s \geq 2$. Similarly, applying (4.66), with $U_{x}$ instead of $U$, we get for $s-1 \geq 2$ (i.e., for $s \geq 3$ )

$$
M_{1}(t) \leq C M(t)
$$

For $s \geq 3$, by using (4.6) and (4.50), we therefore get,

$$
\begin{equation*}
(E(t)+D(t)+M(t))^{2} \leq C E_{s}^{2}+C(E(t)+D(t)+M(t))^{3} \tag{4.67}
\end{equation*}
$$

By standard arguments (cf. [17]), we conclude that for sufficiently small $E_{S}$,

$$
\begin{equation*}
E(t)+D(t)+M(t) \leq \hat{C} \tag{4.68}
\end{equation*}
$$

Indeed, let $x=(E(t)+D(t)+M(t))^{2}$ and $h(x)=C\left(E_{s}^{2}+x^{3 / 2}\right)-x$. Then, (4.67) implies $h(0)=C E_{s}^{2}$ and $f(x) \geq 0$. On the other hand, we have

$$
h^{\prime}(x)=\frac{3}{2} C x^{1 / 2}-1 \leq-\frac{1}{2}
$$

for small enough $x$, say $0 \leq x \leq 1 /\left(9 C^{2}\right)$. From the identity $f(x)=f(0)+\int_{0}^{t} f^{\prime}(x) d x$, we deduce that $f(x)$ changes its sign in $0 \leq x \leq 2 C E_{s}^{2}$. Let $\hat{C}$ be the first zero of the function $h$. Then, we deduce that (4.68) holds. This proves Lemma 4.7.

Theorem 4.8 Let $U_{0} \in H^{s}(\mathbb{R}) \cap L^{1}(\mathbb{R})$ and $E_{s}=\left\|U_{0}\right\|_{H^{s}}+\left\|U_{0}\right\|_{L^{1}}$, where $s \geq 3$. Then, there exists $a$ positive constant, $\delta_{1}>0$, such that, if $E_{s} \leq \delta_{1}$, then the global solution obtained in Theorem 4.5 satisfies the weighted energy estimate:

$$
\begin{equation*}
E^{2}(t)+D^{2}(t) \leq C E_{s}^{2} \tag{4.69}
\end{equation*}
$$

and the decay estimate:

$$
\begin{equation*}
\left\|\partial_{x}^{k} U(t)\right\|_{2} \leq C E_{s}(1+t)^{-1 / 4-k / 2} \tag{4.70}
\end{equation*}
$$

where $C$ is a positive constant and $0 \leq k \leq s-1$.

Proof. The proof of Theorem 4.8 is a direct consequence of Lemma 4.7 and can be given from a chain of estimates of the energy type.

## References

[1] K. Beauchard and E. Zuazua. Large time asymptotics for partially dissipative hyperbolic systems. Arch. Ration. Mech. Anal., 199(1):177-227, 2011.
[2] S. Bianchini, B. Hanouzet, and R. Natalini. Asymptotic behavior of smooth solutions for partially dissipative hyperbolic systems with a convex entropy. Comm. Pure Appl. Math., 60(11):1559-1622, 2007.
[3] C. Cattaneo. Sulla conduzione del calore. Atti. Sem. Mat. Fis. Univ. Modena., 3(83):83-101, 1948.
[4] D. S. Chandrasekharaiah. Thermoelasticity with second sound: A Review. Appl. Mech. Rev., 39(3):355-376, 1986.
[5] D. S. Chandrasekharaiah. Hyperbolic thermoelasticity: a review of recent literature. Appl. Mech. Rev., 51:705-729, 1998.
[6] C. M. Dafermos and L. Hsiao. Development of singularities in solutions of the equations of nonlinear thermoelasticity. Quart. Appl. Math, 44(3):463-474, 1986.
[7] T. Hosono and S. Kawashima. Decay property of regularity-loss type and application to some nonlinear hyperbolic-elliptic system. Math. Mod. Meth. Appl. Sci., 16:1839-1859, 2006.
[8] W. J. Hrusa and S. A. Messaoudi. On formation of singularities on one-dimensional nonlinear thermoelasticity. Arch. Rational Mech. Anal., 111:135-151, 1990.
[9] Y. Hu and R. Racke. Formation of singularities in one-dimensional thermoelasticity with second sound. Quart. Appl. Math. (to appear).
[10] K. Ide and S. Kawashima. Decay property of regularity-loss type and nonlinear effects for dissipative Timoshenko system. Math. Mod. Meth. Appl. Sci., 18(7):1001-1025, 2008.
[11] R. Ikehata. Decay estimates by moments and masses of initial data for linear damped wave equations. Int. J. Pure Appl. Math., 5(1):77-94, 2003.
[12] R. Ikehata. New decay estimates for linear damped wave equations and its application to nonlinear problem. Math. Meth. Appl. Sci., 27(8):865-889, 2004.
[13] L. Joseph and D. D. Preziosi. Heat waves. Rev. Mod. Physics, 61:41-73, 1989.
[14] P. D. Lax. Development of singularities in solutions of nonlinear hyperbolic partial differential equations. J. Math. Phys., 5:611-613, 1964.
[15] A. Matsumura. On the asymptotic behavior of solutions of semi-linear wave equations. Publ. Res. Inst. Math. Sci., 12(1):169-189, 1976.
[16] L. Nirenberg. On elliptic partial differential equations. Ann. Scuola Norm. Sup. Pisa, 13(3):115-162, 1959.
[17] R. Racke. Lectures on nonlinear evolution equations. Initial value problems. Aspects of mathematics, E19. Friedrich Vieweg and Sohn: Braunschweig, Wiesbaden, 1992.
[18] R. Racke, B. Said-Houari Decay rates and global existence for semilinear dissipative Timoshenko systems Quart. Appl. Math. (to appear).
[19] R. Racke, B. Said-Houari Global existence and decay property of the Timoshenko system in thermoelasticity with second sound. Nonlinear Analysis, T.M.A., 75:4957-4973, 2012.
[20] R. Racke and Y.-G. Wang. Nonlinear well-posedness and rates of decay in thermoelasticity with second sound. J. Hyperbolic Differ. Equ, 5(1):25-43, 2008.
[21] B. Said-Houari and A. Kasimov. Decay property of Timoshenko system in thermoelasticity. Math. Methods. Appl. Sci., 35(3):314-333, 2012.
[22] I. E. Segal. Dispersion for non-linear relativistic equations, ii. Ann. Sci. Ecole Norm. Sup., 1(4):459497, 1968.
[23] Y. Shizuta and S. Kawashima. Systems of equations of hyperbolic-parabolic type with applications to the discrete boltzmann equation. Hokkaido Math. J., 14:249-275, 1985.
[24] M. Slemrod. Global existence, uniqueness, and asymptotic stability of classical solutions in onedimensional thermoelasticity. Arch. Rational Mech. Anal., 76, 1981.
[25] B. Straughan. Heat waves, volume 177 of Applied Mathematical Sciences. Springer, New York, 2011.
[26] M. A. Tarabek. On the existence of smooth solutions in one-dimensional nonlinear thermoelasticity with second sound. Quart. Appl. Math., 50(4):727-742, 1992.
[27] L. Yang and Y.-G. Wang. $L^{p}-L^{q}$ decay estimates for the Cauchy problem of linear thermoelastic systems with second sound in one space variable. Quart. Appl. Math., 64(1):1-15, 2006.


[^0]:    *Division of Computer, Electrical, and Mathematical Sciences and Engineering, King Abdullah University of Science and Technology (KAUST), Thuwal, KSA. E-mail: aslan.kasimov@kaust.edu.sa
    ${ }^{\dagger}$ Department of Mathematics and Statistics, University of Konstanz, 78457 Konstanz, Germany Email: reinhard.racke@unikonstanz.de
    ${ }^{\ddagger}$ Division of Computer, Electrical, and Mathematical Sciences and Engineering, King Abdullah University of Science and Technology (KAUST), Thuwal, KSA E-mail: belkacem.saidhouari@kaust.edu.sa

