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Apply the above lemma to $F(x)=\sum_{j \in J} f_{j} e^{i L_{j}(x)}$, where $L_{j}\left(x_{1}, \ldots, x_{n}\right)$ is the linear form such that $p_{j}(y)=L_{j}\left(y, y^{2}, \ldots, y^{n}\right)$.

