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The numerical integration of the hydrodynamical model of semiconductors based on
Extended Thermodynamics has been tackled. On account of the mathematical complex-
ity of the system no theoretical conditions of convergence are available for the existing
schemes. Therefore in order to lend confidence to the obtained numerical solution it
was almost mandatory to resort to a cross-validation comparing the results given by two
different methods. The Kinetic Scheme and the finite difference method represented by
a suitable modification of the Nessyahu-Tadmor scheme furnish numerical results for the
ballistic diode problem in good agreement even for non smooth solutions.

1. Introduction

In the past, moment methods for solving transport equations23 have been some-

how overshadowed by more direct particle methods because they are plagued with

some difficulties and ambiguities, essentially related to the closure problem (and

also to the correct limiting behavior near local thermal equilibrium). However, mo-

ment methods have retained some appeal because they lead to a nice mathematical

structure (PDE’s for variables which, at least for the lower moments, present a clear

physical interpretation). Furthermore they lead to results which are free from the

inherent noisiness of the particle methods and are computationally much less ex-

pensive. Lately, moment methods have been revisited by Levermore19 who set the
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2 Numerical schemes for hydrodynamical semiconductor models

closure problem in a well defined mathematical context finding a rational solution

to it with the maximum entropy ansatz. Furthermore Levermore also gives recipes

for alleviating the problem of the correct limiting behavior near thermal equilibrium

(a problem connected with the truncation of the collision operator).

In the physics literature a similar approach has already been introduced16,24

and lends itself to an intriguing physical interpretation which is called extended

thermodynamics. It is an extension of ordinary thermodynamics to cope with far

from equilibrium situations. Recently, the methods of extended thermodynamics

and maximum entropy closure have been applied to the modeling of charged carrier

transport in semiconductors1,2,4,5 and lead to an extended hydrodynamical model

which shows satisfactory agreement with Monte Carlo simulations. The resulting

mathematical model consists of a set of PDE expressing balance laws for particle

number, momentum, energy and energy flux, coupled with the Poisson equation.

In the semiconductor applications one encounters density gradients which are

substantially larger than those usual in hydrodynamics. Therefore the numerical

solution for the hyperbolic part of the model (the balance laws) requires a rather

accurate method capable of dealing with discontinuities. Because of the extreme

variations which are encountered in the numerical solution it is mandatory to apply

different algorithms in order to be confident of the obtained results. Besides the

well known scheme by Nessyahu and Tadmor 26 which is easily applicable to our

system because it does not require the knowledge of the characteristic structure

(which is typically difficult for higher dimensional systems) we have resorted also

to Kinetic Schemes which are based on a completely different philosophy.9,18,28 As

we shall see, the fact that the two rather different methods lead to the same results

for non trivial cases, lends confidence to the obtained numerical solution.

One reason for adopting Kinetic Schemes is that, since they arise from the kinetic

origin of the system of PDE’s, they are natural candidates to be used for hybrid

models (those in which in some regions of the domain a reduced moment system is

adopted, whereas in other regions, a fully kinetic description is mandatory). An-

other reason is that, by using Kinetic Schemes, it is possible to incorporate positivity

properties and boundary conditions (such as incoming and outgoing fluxes) which

are not easily enforced with other methods.

The outline of the paper is as follows. In Sections 2 and 3 the mathematical

model is presented and the domain of hyperbolicity is analyzed. In Section 4 we

describe the Kinetic Schemes while in Section 5 the finite difference method is

presented. This latter is constituted by the Nessyahu-Tadmor scheme for hyperbolic

systems with suitable modification in order to include also the presence of a source

term in the evolution equations. In the last section we discuss the results of the

numerical simulation of a silicon ballistic n+ − n − n+ diode.

2. Mathematical Model

In a semi classical approximation,23 a kinetic description of electrons in a semicon-

ductor is given by a transport equation for the one particle distribution function
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f(x, k, t), which represents the probability of finding an electron at time t in an

elementary volume dxdk, around position x and with crystal momentum k,

∂f

∂t
+ vi(k)

∂f

∂xi
− e

~
Ei

∂f

∂ki
= C[f ]. (2.1)

Here e is (the absolute value of) the electron charge, and k represents the crystal

momentum of the electron, belonging to the first Brillouin zone∗. E is the electric

field, and is related to the electron distribution by Poisson’s equation:

Ei =
∂φ

∂xi
,

ε∆φ = −e(ND − NA − n),

where φ is the electric potential, ε is the permittivity of the semiconductor, ND and

NA are respectively the donor and acceptor density, and n is the electron density.

The latter is related to f by

n =

∫

fdk.

C[f ] is the collision term, which takes into account scattering with acoustical

and optical phonons and with impurities. Its expression is of the form:

C[f ] =

∫

dk′
[

s(x, k′, k)f ′(1 − f) − s(x, k, k′)f(1 − f ′)
]

. (2.2)

The first term gives the total probability that an electron at x with momentum k′

is scattered to the state (x, k), while the second term gives the total probability

that an electron in (x, k) is scattered to (x, k′).

The electron velocity v(k) depends on the energy E measured from the conduc-

tion band minimum by the relation

v(k) = ∇kE .

In general the band structure may be very complicated, and it depends on the

material. In the approximation of a single parabolic band (which we adopt in the

rest of the paper), the effective mass is a constant scalar m∗, and the relation

between energy and wave vector is

E =
~

2|k|2
2m∗

,

and therefore

vi =
~

m∗
ki.

∗Einstein summation over repeated indices is used, and physical units are such that ~ = 1.
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4 Numerical schemes for hydrodynamical semiconductor models

Consistently the first Brillouin zone is extended to R
3. Besides the electron density

n, other physically relevant moments are the momentum J and the closely related

average velocity u (relative to the crystal, assumed to be at rest)

J = nu =

∫

R3

v(k)f dk.

The total energy W , which is the sum of kinetic energy and internal energy is related

to the second order moment

W =
m∗

2
n|u|2 +

3

2
nkBT =

∫

R3

m∗

2
|v(k)|2f dk.

T is the temperature of the electron gas and p = nkBT its pressure. These quantities

can also be expressed as moments of f if we go over to the peculiar velocity c(k) =

v(k) − u. Then
3

2
nkBT =

3

2
p =

∫

R3

m∗

2
|c(k)|2f dk.

The physical interpretation of the third order moment

S =

∫

R3

m∗

2
|v(k)|2v(k)f dk

is energy flux and accordingly

q =

∫

R3

m∗

2
|c(k)|2c(k)f dk

is the heat flux. The second order moments corresponding to the anisotropic stress

tensor

σij =

∫

R3

m∗

(

cicj −
1

3
|c|2δij

)

f dk

will play only a subordinate role in this article because we later assume σij = 0 to

derive a reduced model.

Equation (2.1) is a nonlinear integro-differential equation in seven independent

variables. Simpler approximate models can be derived from the kinetic equation.

The main approximations are based on the expansion of the distribution func-

tion around the Maxwell-Boltzmann equilibrium distribution (e.g. Drift-Diffusion

model), and the moment method (hydrodynamical models).

Hydrodynamical models are obtained from the infinite hierarchy of moment

equations corresponding to (2.1) by assuming an appropriate expression for the

(N+1)–order moment in terms of the previous ones. Apart from this closure problem

the modeling of the production terms is also necessary. The closure assumptions

which we adopt is the maximum entropy distribution function. This automatically

ensures the existence of a supplementary conservation law with a concave entropy

density which guarantees the hyperbolicity of the resulting system of PDE’s. The
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form of the maximum entropy distribution function, expanded up to the second

order around the partial thermal equilibrium state, is 6,5

f = fM (1 − λ∗ − λ∗

i ci − λ∗

ijcicj − λ∗

ijkcicjck − λ∗

ijklcicjckcl

− λ∗

ijklmcicjckclcm − λ∗

ijklmncicjckclcmcn), (2.3)

where fM is a local Maxwellian depending on the partial equilibrium variables n, p

and c(k) = v(k) −u is the random velocity. The dependence of the coefficients λ∗

on the moments is explicitly given.5,4 In particular, we get for the first c–moments

of (2.3)

∫

R3

f dk = n,

∫

R3

cif dk = 0,

∫

R3

cicjf dk =
p

m∗
δij +

σij

m∗

∫

R3

cicjcrf dk =
6

5m∗
q(iδjr) + ν

12

5m∗p
q<iσjr>,

∫

R3

cicjcrcrf dk =
5p2

nm∗2 δij +
7p

nm∗2 σij

+ ν

(

2

nm∗2 σirσrj +
36

25

|q|2
m∗p

δij +
112

25

qiqj

m∗p

)

.

(2.4)

We note that the heat flux q enters quadratically in the fourth order moments. If,

however, the expansion of the maximum entropy distribution is stopped at first order

this q–dependence vanishes.6 The moments corresponding to this linear closure (in

q) are obtained from (2.4) by setting ν = 0. The great advantage of the nonlinear

closure (ν = 1) compared to the linear one (ν = 0) will be highlighted in the sequel.

The final set of moment equations in the 1–D case is obtained by taking moments

1, v1, |v|2, v2
1 − |v|2/3, |v|2v1 of (2.1) and assuming f solves (2.4) with q = qe1 and

u = ue1. The quantity σ replaces σ11.
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∂n

∂t
+

∂

∂x
(nu) = 0,

∂

∂t
(nu) +

∂

∂x

(

nu2 +
p

m∗
+

σ

m∗

)

+
neE

m∗
= Q,

∂

∂t

(

nu2 +
3p

m∗

)

+
∂

∂x

(

nu3 +
5up

m∗
+

2σu

m∗
+

2q

m∗

)

+
2neuE

m∗
= Qw,

∂

∂t

(

2

3
nu2 +

σ

m∗

)

+
∂

∂x

(

2

3
nu3 +

4

3

up

m∗
+

7

3

uσ

m∗
+

8

15

q

m∗
+

36

25m∗p
qσ

)

+
4neuE

3m∗
= Qσ,

∂

∂t

(

nu3 +
5up

m∗
+

2σu

m∗
+

2q

m∗

)

+
∂

∂x

[

nu4 + 5
p2

n(m∗)2
+ 7

σp

n(m∗)2
+

32

5

qu

m∗

+u2
(

8
p

m∗
+ 5

σ

m∗

)

+ ν
148

25

q2

m∗p
+

72

25

qσu

m∗p

]

+
eE

m∗

(

3nu2 +
5p

m∗
+

2σ

m∗

)

= Q̃.

Now in order to close the system, it is necessary to find constitutive relations for

the production terms. These may be obtained by using the maximum entropy

distribution function in computing the moments of C[f ].10,19

In the framework of a hydrodynamical model we assume that the productions are

functions of the moments. In gas dynamics the requirement of Galilean invariance

determines the general expression for the production terms. In the case of carrier

transport in semiconductors such expressions cannot be used for several reasons.

On one hand, the momentum and energy of charge carriers are no longer conserved.

On the other hand, at variance with gas dynamics, there exists a privileged reference

frame, represented by the frame of the crystal. Hereafter we shall write the equations

of motion in the frame of the lattice. This enables us to consider the mean velocity

of electrons (and consequently the momentum) as a first order quantity.

The production terms for momentum Q and energy flux Q̃ can be represented

as linear combinations of J and S (to first order around the state of partial thermal

equilibrium)

Q = −(aJ + bS)

Q̃ = −(ãJ + b̃S)

where a, b, ã, b̃ are functions of n, T

a(n, T ) = cJ
1 + cJ

2

T

T0
+ cJ

3

n

n0
,

b(n, T ) = cJ
4 + cJ

5

T

T0
+ cJ

6

n

n0
,

ã(n, T ) = cS
1 + cS

2

T

T0
+ cS

3

n

n0
,

b̃(n, T ) = cS
4 + cS

5

T

T0
+ cS

6

n

n0
,
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with T0=300 K being the lattice temperature and and n0 = 1018 cm−3 a reference

density. The coefficients ci and c̃i are given in Table 1. For Qw and Qσ we introduce

relaxation times τw, τσ and

Qw = − 1

τw

(

nu2 + 3
p

m∗
− 3

nkBT0

m∗

)

,

Qσ = − 1

τσ

(

2

3
nu2 +

σ

m∗

)

.

with T0 being the lattice temperature as introduced above.

Table 1. Coefficients of the production terms.

c1 c2 c3 c4 c5 c6

J -1.2882 2.8757 2.51760 73.7355 -10.5425 -23.5540

S -0.2978 -0.9299 0.00157 26.6875 2.8013 -1.8204

The relaxation times τw, τσ are, like the coefficients a, b, ã, b̃, functions of the

scalar quantities that can be constructed with the moments. Moreover all the

transport coefficients may depend on the doping concentration (if scattering with

impurities is considered). We obtain the relaxation time for energy by fitting MC

data for homogeneous doped silicon in the one dimensional case with the expression

τw = a1 + a2r + a3 exp(−a4r)

where r = W/W0 − 1, W0 = 3/2nkBT0. By expressing the relaxation times in

picosecond, we find

a = [0.449544, 0.0000706477, 1.33667, 2.449224],

while the relaxation times of the shear can be taken as constant τσ = 0.02.

More refined models for the production terms are also possible,4 however, in this

article our main concern is the comparison of two different algorithms and therefore

we limit ourselves to the above representations.

MC simulations1,11,25 show that the shear stress σ relaxes much faster to its

equilibrium value σ = 0 than the heat flux q. To simplify the equation we therefore

neglect the anisotropic stress σ which leads to a reduced system of four equations.

Denoting the vector of unknowns U = (n, J, W, S)
T

this system is of the form

∂U

∂t
+

∂

∂x
Fν(U) + G(U, E) = r(U),

ε
∂2φ

∂x2
= −e(ND − NA − n), E =

∂φ

∂x
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where the flux vector is

Fν =

















nu

nu2 +
p

m∗

m∗

2
nu3 +

5

2
pu + q

m∗

2
nu4 + 4pu2 +

16

5
uq +

5

2m∗n
p2 + ν

74

25

q2

p

















(2.5)

and ν ∈ {0, 1} represents linear and nonlinear closure. The electric field term is

given by

G(U, E) =
e

m∗













0
nE

m∗nuE

m∗

(

3

2
m∗nu2 +

5

2
p

)

E













and the relaxation term is

r(U) = −













0
aJ + bS

1

τw

(

W − 3

2
nkBT0

)

ãJ + b̃S













. (2.6)

As expected, direct inspection shows that the resulting evolution equations are not

Galilean invariant. One of the immediate mathematical consequences is that the

hyperbolicity region will depend also on the velocity at variance with the case of

the mono atomic gas.24

3. Domain of hyperbolicity

To find out the hyperbolicity regions for the linear and the nonlinear closure we will

use the same procedure in both cases. By definition, the domain of hyperbolicity is

Hν : =
{

U = (n, J, W, S)
T | dFν(U) has four real eigenvalues

}

.

The description of Hν ⊂ R
4 is simplified a lot by the fact that the characteristic

polynomial of dFν , and hence the eigenvalues, essentially depend on two dimension-

less parameters which are scaled velocity û and scaled heat flux q̂

û =
8

15

u
√

kB T

m∗

, q̂ =
37

25

q

m∗ n

(

kB T

m∗

)3/2
.

Indeed, the characteristic polynomial P (λ) can be written as

P (λ) =
k2

BT 2

(m∗)2
Q

(

(

kBT

m∗

)

−
1
2

λ − 17

8
û − νq̂

)

(3.7)
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where Q is of the form

Q( ξ ) = ξ4 + α(û, q̂) ξ2 + β(û, q̂) ξ + γ(û, q̂) (3.8)

and the coefficients α, β, γ are polynomial expressions in û and q̂

α(û, q̂) =

(

−3 û q̂ − 566

111
q̂2

)

ν − 10

3
− 3

8
û2,

β(û, q̂) =

(

− 688

111
q̂3 − 3

2
û2 q̂ − 616

111
û q̂2

)

ν − 5

3
û − 160

111
q̂ − 1

8
û3,

γ(û, q̂) =

(

−233

111
q̂4 − 949

888
û2 q̂2 +

70

37
q̂2 − 3

16
û3 q̂ − 283

111
û q̂3

)

ν

− 40

111
û q̂ − 5

24
û2 − 3

256
û4 +

5

3
.

If ξ
(ν)
i (û, q̂) denote the roots of (3.8) then

λi
(ν) =

√

kB T

m∗

(

ξ
(ν)
i (û, q̂) +

17

8
û + νq̂

)

, i = 1, . . . , 4

are the roots of the characteristic polynomial (3.7), i.e. the characteristic velocities

of the system under consideration. Since T > 0 and û, q̂ ∈ R the number of real

λ
(ν)
i and real ξ

(ν)
i is equal. Denoting this number by Nν(û, q̂) we conclude that Hν

is essentially determined by the two–dimensional set

H′

ν : = { (û, q̂) |Nν(û, q̂) = 4 } . (3.9)

To check that H′

ν is not empty we consider the point (û, q̂) = (0, 0) which corre-

sponds to the state of partial thermodynamical equilibrium. In this case α = −10/3,

β = 0, γ = 5/3, and we find four real roots

ξ1,2 = ±1

3

√

15 + 3
√

10 ≈ ±1.65,

ξ3,4 = ±1

3

√

15− 3
√

10 ≈ ±0.78.

Since the coefficients of the polynomial depend smoothly on (û, q̂) we expect that

Nν(û, q̂) = 4 in a whole neighborhood of (0, 0). However, if we depart from the

partial equilibrium state we might reach a point (û, q̂) ∈ ∂H′

ν where the number

of real roots drops. In such a point (û, q̂) the corresponding polynomial Q has a

double real root. Denoting this root τ ∈ R we get

ξ4 + αξ2 + βξ + γ = (ξ − τ)2(ξ2 + δξ + η)

which yields, after comparing coefficients, δ = 2τ , η = α + 3τ 2 and

β = −2ατ − 4τ3,

γ = ατ2 + 3τ4.
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For the second equation we find four solutions

τs(û, q̂) = s1
1

6

√

−6α(û, q̂) + s26
√

α(û, q̂)2 + 12γ(û, q̂), s1, s2 ∈ {−1, 1}.

Inserting this result in the equation for β we get a description of the set of double

real zeros of Q in the (û, q̂)–plane

Dν =
{

(û, q̂) | β + 2ατs + 4τ3
s

∣

∣

(û,q̂)
= 0, s ∈ {−1, 1}2, τs(û, q̂) ∈ R

}

which contains the boundary ∂H′

ν . In Figure 1, a plot of the boundary ∂H′

0 for

the linear and ∂H′

1 for the nonlinear closure is given. Since Nν(0, 0) = 4, the con-

^

q

u

^

-1

-0.5

0

0.5

1

-2 -1 1 2

Fig. 1. Hyperbolicity region for the linear (dashed line) and nonlinear closure (continuous line).

nected component containing the origin belongs to H′

ν (see Fig. 1). Obviously, the

restriction on the heat flux for small velocities in the linear case vanishes altogether

if the nonlinear closure is used. As we shall see in Section 6, the hyperbolicity

boundary is indeed crossed in standard applications if the linear closure is used.

If we cross the boundary ∂H′

ν we enter a region with two complex characteristic

velocities. This can be checked, for example, by calculating the number of real roots

at (û, q̂) = (±2, 0).

4. The Kinetic Scheme

Originally, Kinetic Schemes have been used as a tool to solve the compressible

Euler equations.9,18,28,30 The schemes are very natural in the framework of gas

dynamics since they are based on the theory of Boltzmann’s equation. In fact,

they can be viewed as a numerical realization of the famous Hilbert expansion 8
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which states that in the limit of a dense gas solving Boltzmann’s equation becomes

equivalent to solving the Euler system. Formally this equivalence manifests itself

in the fact that the Euler system results from the Boltzmann equation by taking

velocity moments under the assumption that the particle distribution is a shifted

Maxwellian.

With the hydrodynamical model the situation is quite similar. Here the equa-

tions follow from the semiconductor Boltzmann equation if the electrons are close

to partial thermodynamical equilibrium and if the corresponding non–equilibrium

distribution function is characterized by the first few k–moments.

In Section 2, a non–equilibrium distribution has been derived based on the max-

imum entropy approach. In contrast to its physical interpretation, however, this

function may become negative for certain k which is unsatisfactory from a theo-

retical point of view. Also, to set up a Kinetic Scheme, a nonnegative distribution

would be preferable because it assures positivity of even k–moments and improves

stability. We therefore investigate the question whether it is possible to find a non-

negative distribution function which leads to the nonlinear closure relations of the

reduced model. In terms of moments in the peculiar velocity c(k) = v(k) − u this

is equivalent to finding a function f ≥ 0 depending on n, p, q which satisfies (2.4)

with σij = 0, i.e.
∫

R3

f dk = n,

∫

R3

cif dk = 0,

∫

R3

cicjf dk =
p

m∗
δij ,

∫

R3

cicjcrf dk =
6

5m∗
q(iδjr),

∫

R3

cicjcrcrf dk = 5
p2

n(m∗)2
δij +

36

25

|q|2
m∗p

δij +
112

25

qiqj

m∗p
.

(4.10)

It can be shown that (4.10) is in fact solvable provided n, p are positive.17

For a practical construction of a solution to (4.10) we use certain scaling and

symmetry properties. It turns out that (4.10) can be reduced to the easier moment

problem to find gγ,δ : R × R
+ 7→ R

+ which satisfies
∫

R×R+

P (w)gγ,δ(w) dw = ρ(γ, δ), (4.11)

with the polynomial vector

P (w) = ( w2 , w1w2, w2
1w2, w3

2 , w1w
3
2 , w3

1w2, w2
1w2(w

2
1 + w2), w3

2(w
2
1 + w2) )

T

,

and the moments

ρ(γ, δ) = (1, 0, 1, 2, 2γ, 3γ, 5 + 37δ, 10 + 18δ)
T
, γ, δ ∈ R.

The relation between (4.10) and (4.11) is clarified in the following
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Lemma 1 Let n, T > 0 and let R ∈ SO(3) be a rotation matrix which satisfies

R−1q = |q|e1, where e1 is the first standard basis vector in R
3. For abbreviation

we set ϑ = kBT/m∗. Let gγ,γ2 be a solution of (4.11) with

γ =
2|q|

5m∗ nϑ
3
2

.

Then

f(k) : =
n

(

m∗

~

√
ϑ
)3 f∗

(

1√
ϑ

R−1c(k)

)

with

f∗(ξ) : =
1

2π
gγ,γ2

(

ξ1,
√

ξ2
2 + ξ2

3

)

is a solution of the original problem (4.10).

We note that (4.11) puts only eight conditions on gγ,γ2 where γ is a scalar parameter

in contrast to 26 conditions in (4.10) which depend on five variables n, p, q. A further

simplification can be achieved by writing gγ,γ2 in the form

gγ,γ2 =
M
∑

i=1

λi(γ)gγi,δi
, λi(γ) ≥ 0. (4.12)

The functions gγi,δi
are solutions of (4.11) where the parameters λi, γi, δi are chosen

such that
(

γ
γ2

)

=

M
∑

i=1

λi(γ)

(

γi

δi

)

.

With this approach it is possible to reduce (4.10) to a finite number of problems of

type (4.11). Once the densities gγi,δi
are determined, a non–equilibrium distribution

f can be set up using (4.12) and Lemma 1.

To solve (4.11) for a pair (γ, δ) we use the ansatz

gγ,δ(w) =

N
∑

j=1

αj

τ2
j

Φ

(

w − ωj

τj

)

, αj ≥ 0 (4.13)

where Φ ≥ 0 is a given density, τj are fixed scaling constants and ωj are prescribed

shifting vectors. Inserting (4.13) into (4.11) leads to the linear programming prob-

lem

Aα = ρ(γ, δ) 0 ≤ α ∈ R
N

with A ∈ R
8×N given by

Aij =

∫

R×R+

Pi(w)
1

τ2
j

Φ

(

w − ωj

τj

)

dw.
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With a dense grid of shifting vectors ωj the dimension of the problem can easily

become as large as N = 10 000. Nevertheless, the simplex algorithm returns a solu-

tion vector α with at most eight nonzero components.21 With the non–equilibrium

distribution at hand we can now derive the Kinetic Scheme.

In a 1–D situation we assume that all quantities depend only on the first co-

ordinate x ∈ (0, L) and that particle and energy flux are of the form Je1, Se1.

We denote the vector of unknowns by U = (n, J, W, S)
T

and the non–equilibrium

distribution by f(U ; k).

As already mentioned, the Kinetic Scheme uses the fact that the reduced hy-

drodynamical model can be derived from the Boltzmann equation

∂tϕ + v1∂xϕ − q

~
E[ϕ]∂k1

ϕ = C[ϕ],

∂xE =
e

εs

(

ND − NA −
∫

R3

ϕ dk

)

,
(4.14)

by taking moments with respect to 1, v1,
m
2 |v|2, m

2 |v|2v1 and assuming that ϕ is the

non–equilibrium distribution. The latter condition will not be violated too much if

we solve (4.14) with the initial value ϕ(x, k, 0) = f(U 0(x); k) for a small time step

∆t where U0 are the initial moments. At the end of the time step we calculate the

new moments U1 and reinitialize ϕ according to ϕ(x, k, ∆t) = f(U 1(x); k). The

whole process can be iterated and the re-initialization makes sure that ϕ does not

depart too far from the set of non–equilibrium distributions.

To analyze the resulting scheme for the moments of ϕ let us consider the first

time step. Due to the nonlinear term E[ϕ]∂k1
ϕ as well as the complicated collision

kernel C[ϕ] we cannot hope for an explicit solution of (4.14). We will therefore

resort to an approximate solution which we obtain by a standard splitting approach.

Separating the transport part of (4.14) from the collision process leads to a Vlasov–

Poisson problem which we immediately simplify further by exchanging E[ϕ(1)] with

the initial electric field E0(x). We get the linear problem

∂tϕ
(1) + v1∂xϕ(1) − q

~
E0(x)∂k1

ϕ(1) = 0,

∂xE0 =
e

εs
(ND − NA − n0),

ϕ(1)(x, k, 0) = f(U0(x); k).

(4.15)

The resulting moment vector is denoted

M(x, t) : =

∫

R3

P (k)ϕ(1)(x, k, t) dk, P (k) =









1
v1

m
2 |v|2

m
2 |v|2v1









. (4.16)

The collision process is then taken care of by a space homogeneous Boltzmann

equation

∂tϕ
(2) = C[ϕ(2)]. (4.17)
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In the derivation of the hydrodynamical model the moment integrals of the collision

operator have been approximated by relaxation–type expressions involving moments

of the electron distribution. Hence, on the level of moments, (4.17) turns into a

system of ODEs






∂

∂t
U = r(U),

U(x, 0) = M(x, ∆t)
(4.18)

with r defined in (2.6). While (4.18) can be treated with standard methods, the

transport part (4.15) is the actual kinetic step of the scheme. We will solve (4.15)

with the method of characteristics which is based on the fact that ϕ(1) is constant

along the curves given by

ẋ = v1 =
~

m∗
k1, k̇1 = − e

~
E0(x), k̇2 = 0, k̇3 = 0. (4.19)

The solution of (4.19) with initial value (x, k) is denoted by t 7→ Tt(x, k) =

(Xt(x, k), Kt(x, k)). If the space curve t 7→ Xt(x, k) stays inside (0, L) we know

that ϕ(1)(x, k, ∆t) is determined by the initial condition. Otherwise, the entrance

time

η(x, k) : = { t > 0 |X−t(x, k) ∈ {0, L} }
is less than ∆t and ϕ(1)(x, k, ∆t) depends on the boundary values. If the density

β0(x, k) describes the distribution of incoming electrons during the first time step

we obtain

ϕ(1)(x, k, ∆t) =

{

β0(T−η(x, k)) η = η(x, k) ≤ ∆t,

f(U0(X−∆t(x, k)); K−∆t(x, k)) η(x, k) > ∆t
.

Using a local approximation of the characteristic flow

T∆t(x, k) ≈
(

x + v1∆t, k1 −
e

~
E0

j ∆t, k2, k3

)

we find an approximate expression for the cell averages of M in standard form

M1
j = U0

j − ∆t

∆xj

(

F 0
j+ 1

2

− F 0
j− 1

2

)

− ∆tG0
j . (4.20)

Here ∆xj is the length of the jth discretization cell [xj− 1
2
, xj+ 1

2
], U0

j the correspond-

ing cell average of the initial value and E0
j approximates E0 in the cell center. The

production term G0
j is given by

G0
j =

1

∆t

∫

R3

(

P (k) − P
(

k + ∆k0
j

))

f(U0
j ; k) dk

where ∆k0
j = − e

~
E0

j ∆te1 is the change in the k–vector induced by the field E0
j . The

numerical flux F 0
j+ 1

2

splits into contributions in positive and negative x–direction

F 0
j+ 1

2

= (F+)0j+ 1
2

+ (F−)0j+ 1
2

. (4.21)
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While the incoming fluxes at the boundary depend on β0

(F+)01
2

=

∫

k1>0

v1(k)P (k)β0(0, k) dk,

(F−)0N+ 1
2

=

∫

k1<0

v1(k)P (k)β0(L, k) dk

we have for the remaining fluxes

(F+)0j+ 1
2

=

∫

k1>0

v1(k)P
(

k + ∆k0
j

)

f(U0
j+; k) dk,

(F−)0j+ 1
2

=

∫

k1<0

v1(k)P
(

k + ∆k0
j+1

)

f(U0
(j+1)−; k) dk.

The moments U0
j+, U0

j− are approximations of U0 at the points xj+ = xj+ 1
2
−

1
2∆xmin and xj− = xj− 1

2
+ 1

2∆xmin. We use linear interpolation

U0
j+ : =

xj+ − xj

xj+1 − xj
U0

j+1 +
xj+1 − xj+

xj+1 − xj
U0

j ,

U0
j− : =

xj − xj−

xj − xj−1
U0

j−1 +
xj− − xj−1

xj − xj−1
U0

j ,

respectively extrapolation

U0
1− : = U0

1 +
U0

2 − U0
1

x2 − x1
(x1− − x1),

U0
N+ : = U0

N +
U0

N − U0
N−1

xN − xN−1
(xN+ − xN ).

Please note that on a regular grid ∆xj = ∆xmin for all j so that xj− = xj = xj+

and hence U0
j− = U0

j = U0
j+. If all particle densities are supported on |k1| ≤ m∗

~
vmax

then the CFL–like condition

vmax∆t ≤ ∆xmin (4.22)

ensures positivity of number density, energy and temperature after the transport

step17 (at least on the finest part of the grid where ∆xj = ∆xmin). One reason

for this is the structure of the numerical flux which also includes the electric field

terms ∆k0
j . On the other hand, this structure implies that the usual consistency

relation for the numerical flux is violated. However, since ∆k0
j are of order ∆t we

can show that the complete scheme consisting of transport step and collision step

is first order consistent to the reduced hydrodynamical model.17

In order to increase the accuracy of the scheme, especially near junctions in the

doping profile where steep gradients are encountered, we use a locally refined grid.

The numerical results in Section 6 are based on a partial equilibrium distribution

f(U ; k) which consists of a sum of Dirac–delta measures, i.e. Φ(w) = δ0(w) in

(4.13). As far as the evaluation of the production terms G0
j and the fluxes F 0

j+ 1
2

is concerned, this is certainly the easiest choice. As boundary value β0 we use
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f(U0
1+; k) and f(U0

N−
; k) respectively. This choice ensures that in the terminal

cells incoming and outgoing fluxes compensate approximately.

5. Finite difference scheme

We compare the numerical results obtained by the Kinetic Scheme with those

obtained by a difference scheme. The scheme that we use is a finite difference

scheme, where the hyperbolic step is solved by a second order shock-capturing

central scheme,26 and a relaxation step takes care of the relaxation and drift effects.

We rewrite the system of evolution equations in the form

∂U

∂t
+

∂

∂x
Fν(U) = r(U) − G(U, E) (5.23)

coupled with Poisson’s equation

ε
∂2φ

∂x2
= −e(ND − NA − n), E =

∂φ

∂x
(5.24)

The basic splitting scheme is obtained as follows: given the field variable Un at

time tn,

• solve Poisson’s equation En = P(Un)

• solve the relaxation step

∂Ũ

∂t
= r(Ũ ) − G(Ũ , En), t ∈ [0, ∆t]; Ũ(0) = Un

• solve the convection step

∂Û

∂t
+

∂Fν(Û)

∂x
= 0, t ∈ [0, ∆t]; Û(0) = Ũ(∆t)

• set Un+1 = Û(∆t)

Remarks The splitting used here is quite different than the one used in the Ki-

netic Scheme. Here, for example, relaxation and drift effects are described by the

relaxation step. Poisson’s equation is discretized by finite differences and solved by

a standard tridiagonal solver. The relaxation step is solved by an implicit scheme,

in order to avoid stability restriction on the time step. The convection step is

solved using the Nessyahu-Tadmor scheme, which is second order in space and

time. We shall describe separately the discrete relaxation and convection steps.

5.1. Relaxation step
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The relaxation equations take the form

∂n

∂t
= 0,

∂J

∂t
= −(aJ + bS) − enE,

∂W

∂t
= − 1

τw

(

W − 3

2
nkBT0

)

− envE,

∂S

∂t
= −(ãJ + b̃S) − eE

2
(3m∗nv2 + 5p).

By evaluating the relaxation times and the electric field at t = tn, we can numerically

integrate the previous equations. For density and energy we easily have

nn+1
j = nn

j ,

W n+1
j =

3

2
nn

j kBT0 +

(

W n
j − 3

2
nn

j kBT0

)

exp

(

− ∆t

τn
wj

)

−Jn
j eEn

j τwj

[

1 − exp

(

−∆t

τn
Wj

)]

.

The equations for the momentum and energy flux can be rewritten as

dV

dt
= −AV + C,

where

V =

(

J
S

)

, C =

(

c1

c2

)

=

(

−enn
j En

j

− eEn
j

2 (3m∗nn
j (vn

j )2 + 5pn
j )

)

, A =

(

a b

ã b̃

)

.

By integrating we have

V n+1
j = BV n

j − (B − I)C,

with

B = Q exp(−Λ∆t)Q−1 = Q diag (exp(−λ1∆t), exp(−λ2∆t)) Q−1

λ1 and λ2 being the eigenvalues of A and Q the matrix of the right eigenvector of

A.

5.2. Convection step

The convection step has the structure of a quasilinear hyperbolic system of

conservation laws. It is well known that the solutions of such systems suffer loss of

regularity and may develop discontinuities. Several schemes have been designed for

the numerical approximation of such systems (see14 for a review on modern shock

capturing schemes).

Higher order upwind methods have been developed, and used for solving prob-

lems in semiconductor device simulation, such as ENO schemes.27 These schemes,
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however, require an exact or approximate Riemann solver, or at least the knowledge

of the characteristic structure of the Jacobian matrix. For systems similar to gas

dynamics, an approximate Riemann solver based on the Roe matrix is used. Hence,

the upwind approach is suitable when analytical expressions for the eigenvalues

and eigenvectors are known explicitly. In the model considered here, no simple

analytical expressions for the eigenvalues are known. Therefore, it is desirable to

use a shock-capturing scheme that does not require the explicit knowledge of the

characteristic structure of the system. Two families of schemes have this property:

relaxation schemes,15 and central schemes.26 Both schemes are simple and robust.

The last one does not require the computation of the Jacobian matrix. Its building

block is the Lax-Friedrichs scheme, corrected by a MUSCL type interpolation that

guarantees second order in smooth regions and TVD property.33 For the sake of

completeness, we report the derivation of NT scheme and UNO reconstruction (for

more details, we refer to the articles by Nessyahu and Tadmor26 and Harten and

Osher12).

Let us consider a system of the form

∂v

∂t
+

∂F (v)

∂x
= 0, (5.25)

where v ∈ R
m and F : R

m → R
m. We introduce a uniform spatial grid x1, x2, · · · ,

xN , and a temporal discretization tn = n∆t. By integrating Eq. (5.25) on a cell

[xj , xj+1] × [tn, tn+1], one obtains

vj+ 1
2
(tn + ∆t) = vj+ 1

2
(tn)

− 1

∆x

[

∫ tn+∆t

tn

F (v(xj+1, τ))dτ −
∫ tn+∆t

tn

F (v(xj , τ))dτ

]

, (5.26)

where

vj+ 1
2
(tn) =

1

∆x

∫ xj+1

xj

v(y, tn)dy

represents the cell average of v(x, t) in [xj , xj+1] for t = tn. The integral of the flux

F (v(x, t)) is computed by the midpoint quadrature rule:
∫ tn+∆t

tn

F (v(xj , τ))dτ = ∆t F

(

v

(

xj , tn +
∆t

2

))

+ O(∆t3). (5.27)

The quantity v(xj , tn + ∆t/2), is computed according to the Lax-Wendroff ap-

proach, by using Taylor’s formula:

v

(

xj , t +
∆t

2

)

= vj(t) −
1

2
λF ′

j + O(∆t2),

where F ′

j/∆x is an approximation of the derivative of the flux (yet to be specified),

and λ = ∆t
∆x . In order to obtain a second order scheme we require that

1

∆x
F ′

j =
∂

∂x
F (v(x, t))

∣

∣

∣

∣

x=xj

+ O(∆x).
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By substituting (5.27) into (5.26), one has a relation that involves both cell averages

and point values of the solution.

By introducing a MUSCL interpolation, we approximate v(x, t) by a piecewise

linear polynomial

Lj(x, t) = vj(t) + (x − xj)
1

∆x
v′j , xj− 1

2
≤ x ≤ xj+ 1

2
.

and in order to ensure a second order accuracy we require that

1

∆x
v′j =

∂

∂x
v(x, t)

∣

∣

∣

∣

x=xj

+ O(∆x). (5.28)

Therefore, Eq. (5.28) gives

vj+ 1
2
(t + ∆t) =

1

2
[vj(t) + vj+1(t)] +

1

8

[

v′j − v′j+1

]

+

− λ

[

F

(

vj+1(t) −
1

2
λF ′

j+1

)

− F

(

vj(t) −
1

2
λF ′

j

)]

+ O(∆t3).

Because the initial state at t = tn is given by the piecewise linear function Lj(x, tn),

the fluxes remain regular functions if the solution to the corresponding generalized

Riemann problems between adjacent cells do not interact.

This is obtained by imposing the following CFL condition

λ · max ρ(A(v(x, t))) <
1

2
(5.29)

where ρ(A(v(x, t))) is the spectral radius of the Jacobian matrix,

A =
∂F

∂v
.

In this way a family of predictor-corrector schemes is obtained:

v
n+ 1

2

j = vn
j − 1

2
λF ′

j ,

vn+1
j+ 1

2

=
1

2

[

vn
j + vn

j+1

]

− λ [gj+1 − gj ] ,

where

gj = F (v
n+ 1

2

j ) +
1

8λ
v′j .

Such schemes are conservative and consistent, which is a necessary requirement for

correct shock capturing.

In order to determine the expression of v′

j and F ′

j , we make use of a Uniform

Non Oscillatory reconstruction,12 which guarantees uniform second order accuracy

(even near local extrema) for smooth solutions.
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Starting from the cell average of v(x, t), one constructs a piecewise quadratic

polynomial Q(x, t), such that

Q(xj , t) = v(xj , t) + O(∆x3),

d

dx
Q(x ± 0, t) =

dv(x, t)

dx
+ O(∆x2),

when v(x, t) is a regular function.

The required condition on Q(x, t) is to be non oscillatory, in the sense that its

number of local extrema is not larger than that of v(x, t). This is obtained with an

appropriate choice of the stencil.

For xj ≤ x ≤ xj+1, the two candidates to Q(x, t) are the polynomial interpolat-

ing the function on the nodes xj−1, xj , xj+1, and the one interpolating the function

on the nodes xj , xj+1, xj+2. The one which is closer to the line through points

(xj , v(xj , t)) and (xj+1, v(xj+1, t)) is chosen.

In the interval xj ≤ x ≤ xj+1 we write

Q(x, ·) = vj + dj+ 1
2
v
x − xj

∆x
+

1

2
Dj+ 1

2
v
(x − xj)(x − xj+1)

(∆x)2
,

with

dj+ 1
2
v = vj+1 − vj .

Then one has

Dj+ 1
2
v = vj+1 − 2vj + vj−1

if we choose xj−1, xj , xj+1, and

Dj+ 1
2
v = vj+2 − 2vj+1 + vj

if we choose xj , xj+1, xj+2.

This choice can be expressed in the form

Dj+ 1
2
v = MM(vj+2 − 2vj+1 + vj , vj+1 − 2vj + vj−1) (5.30)

where MM(x, y) is the min mod function, defined by

MM(x, y) =

{

sgn(x) · min(|x|, |y|) if sgn(x) = sgn(y)
0 otherwise.

We can compute the slope of Lj(x, t) by

v′j
∆x

= MM

(

d

dx
Q(xj − 0, t),

d

dx
Q(xj + 0), t)

)

.

that is by

v′j = MM

(

dj− 1
2
v +

1

2
MM(Dj−1, Dj), dj+ 1

2
v − 1

2
MM(Dj , Dj+1)

)

(5.31)
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where

Dj = vj+1 − 2vj + vj−1.

The computation of F ′

j can be obtained by a similar reconstruction, from the values

of F (vn
j ) or by the Jacobian matrix

F ′

j =
∂F

∂v
(vj)v

′

j .

Because of the staggered grid, we perform the convection step by two NT steps,

so that the field for the relaxation step is computed on a non staggered grid.

5.3. Second order splitting

The basic splitting scheme introduced at the beginning of the section is not

second order accurate in time, and the loss of accuracy is apparent even when

computing stationary solutions. To improve accuracy, other methods like Strang

splitting31 could be applied. Here, however, we use a different technique20 which

we found more accurate, and which does not require a second order approximation

of the relaxation step.

The scheme is given as follows: starting with the fields (Un, En) at time tn, the

fields at time tn+1 are obtained as

U1 = Un − R(U1, E
n, ∆t),

U2 =
3

2
Un − 1

2
U1,

U3 = U2 − R(U3, E
n, ∆t),

U4 = C∆tU3,

En+1 = P(U4),

Un+1 = U4 − R(Un+1, En+1, ∆t/2)

where R represents the numerical operator corresponding to relaxation step, C∆t

represents the numerical convection operator corresponding to two steps of NT

scheme, P(U) gives the solution of Poisson’s equation.
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6. Numerical Results

As test problem we consider a ballistic silicon diode n+ −n−n+, which models

a MOSFET channel. We shall integrate the equations representing the nonlinear

model by using both the kinetic and the finite difference method presented in the

previous sections.

The values of the physical constants are the following. The bulk temperature

is supposed to be 300◦K. The n+ regions are 0.1µm long with a donor density

N+
D = 0.5n0 = 5 · 1017cm−3. The channel has length Lc = 0.4µm with a doping

density ND = 0.002n0 which leads to a jump factor 250 at the junctions. For the

electron effective mass in the parabolic band approximation we use m∗ = 0.32 me,

me being the electron mass. The dielectric constant of silicon is given by ε = εrε0,

where εr =11.7 is the relative dielectric constant and ε0 = 8.85 × 10−18C/V µm is

the dielectric constant of vacuum.

A bias voltage Vb=1 Volt is considered and the doping profile is regularized

according to the function

n0(x) = N+
D − N+

D − ND

2

(

tanh
x − x1

s
− tanh

x − x2

s

)

,

where s = 0.01µm, x1 = 0.1µm, and x2 = x1 + Lc. The total length of the device

is L = Lc + 0.2µm.

The initial conditions for the system are

n(x, 0) = n0(x), T (x, 0) = 300◦K, v(x, 0) = 0, q(x, 0) = 0. (6.32)

Regarding the boundary conditions, in principle the number of independent condi-

tions on each boundary should be equal to the number of characteristics entering

the domain. However, in the highly doped regions one is close to thermodynamic

equilibrium, therefore in that part of the device the nonlinear effects are negligi-

ble and the results should be very close to those obtained for the iterated model29

(which is obtained by applying to a Maxwellian iteration to the closure relations

given by the extended thermodynamics approach2). Numerical results for the iter-

ated model show that the solution is flat near the boundary. This justifies the use

of the following boundary conditions

n(0, t) = n(L, t) = N+
D

∂J

∂x
(0, t) =

∂J

∂x
(L, t) = 0,

∂W

∂x
(0, t) =

∂W

∂x
(L, t) = 0,

∂S

∂x
(0, t) =

∂S

∂x
(L, t) = 0.

Since there is no sign of spurious oscillations near the boundary, the boundary

conditions turn out to be compatible with the solution of the problem. Finally, the
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boundary conditions for the electric potential are given by

eφ(0) = T0 ln

(

n(0)

ni

)

, eφ(L) = T0 ln

(

n(L)

ni

)

+ eVb,

where ni =1.4×1010 cm−3 is electron intrinsic concentration, and Vb is the applied

bias voltage.

In all calculations, the stationary solution is reached within a few picoseconds.

Because a stable scheme has been used for the relaxation step, the only stability

restriction on the time step is given by the convection step. In all simulations the

stability condition (5.29) respectively (4.22) is always satisfied.

In the stationary case the continuity equation reduces to

∂xJ = 0,

that is the current should be constant along the device for smooth solutions. How-

ever both methods give numerical solutions with deviation from constant flux near

the junctions. Of course the used schemes approximate a modified equation ∂tn +

∂xJ = Ξ to a higher order. The term Ξ represents the numerical viscosity added by

the method. It is relative large at the junctions (especially at the second one) where

n has steep gradients. The deviations should decrease by increasing the number of

grid points. In order to analyze this behavior we perform calculations with different

mesh sizes. In Figure 2 the value of J is shown for the solutions obtained with the

-200

0

200

400

600

0 0.2 0.4 0.6
x

Fig. 2. Values of the current eJ on a regular grid with 200 (dashed line) and 400 (dotted line)
points and on a locally refined grid with 400 points (solid line) by using the Kinetic Scheme.

Kinetic Scheme on a regular grid of 200 and 400 cells and on a locally refined grid

with 400 cells. It is evident that the momentum has a smaller deviation when a finer

grid is used. In Fig.3 the value of J is reported for the numerical solution obtained

with the finite difference method when 400 and 800 cells are taken. Concerning the

first junction we find a similar behavior but in the second one, even after increasing
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260

0 0.2 0.4 0.6
x

Fig. 3. Values of the current eJ obtained with the finite difference scheme based on 400 (dotted)
and 800 points (solid).

the number of grid points, some irregularities are still present. With 800 the mo-

mentum is practically conserved along all the device but in the second junction a

spike of small size remains. This suggests that in the second junction there could be

the presence of an irregularity more singular than a shock, e.g. a delta–shock.32 Of

course such an assessment requires a more detailed analysis and we do not pursue it

any more in this paper. The only remark is that this effect is more evident with the

100

150

200

250

300

0 0.2 0.4 0.6
x

Fig. 4. Current eJ in Cs−1mm−2 obtained with Kinetic Scheme (dashed) and finite difference
scheme (solid).

finite difference method because it is second order accurate (see Fig. 4). Concerning

the results of the other fields (velocity, energy, heat flux and electric field) they are

shown in the remaining Figures 5,6,7,8. The finite difference scheme (solid line)

which is based on a regular grid of 400 points is compared with the Kinetic Scheme

(dashed line) based on a locally refined grid of 400 points
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x

Fig. 5. Velocity u in 105ms−1 obtained with Kinetic Scheme (dashed) and finite difference scheme
(solid).
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0.22

0 0.2 0.4 0.6
x

Fig. 6. Energy W/n in eV obtained with Kinetic Scheme (dashed) and finite difference scheme
(solid)
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Although a possible irregularity of the solution appears near the second junction

the two numerical schemes give the same results (up to deviations due to differences

in the truncation error).

-1e-15

0

1e-15

0 0.2 0.4 0.6
x

Fig. 7. Heat flux q/n in Jms−1 obtained with Kinetic Scheme (dashed) and finite difference
scheme (solid).

-4

-2

0

2

0 0.2 0.4 0.6
x

Fig. 8. Electric field E in kV cm−1 obtained with Kinetic Scheme (dashed) and finite difference
scheme (solid).

We conclude with a remark on the hyperbolicity of the system. The normalized

quantities û and q̂ are plotted together with the hyperbolicity boundary (Fig. 9).

The solution lies inside the hyperbolicity region. However, if the linear closure is

used in the same setup, we see that hyperbolicity is lost in parts of the domain

(Fig. 10). The difference between linear and non linear closure in the velocity curve

is shown in Figure 11, and the comparison of heat fluxes is given in Fig. 12.
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Fig. 9. Solution in the hyperbolicity region (nonlinear closure).

^

q̂

u

-1

-0.5

0

0.5

1

-2 -1 1 2

Fig. 10. Solution leaving the hyperbolicity region (linear closure).
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Fig. 11. Velocity distribution in linear (solid) and nonlinear closure (dotted).
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Fig. 12. Heat flux distribution in linear (solid) and nonlinear closure (dotted).
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7. Conclusions

The good agreement even on non smooth solutions between the numerical results

given by two methods based on completely different approaches, lends us confidence

on the validity of the results of the simulations.

It also turns out, that the hydrodynamical semiconductor model based on a

closure which is nonlinear in the heat flux is more suitable than the one based on a

linear closure. The numerical results are more stable and the type of the equation

does not change in the presence of high heat fluxes at moderate flow velocities.

Some open problems remain. They are mainly related to the singular behav-

ior near the second junction. The main point here is the observation that two

completely different methods give essentially the same numerical solution. This is

an indication that the observed singularity is not a numerical artifact and can be

viewed as an indication that the two methods have the same numerical entropy.

However if the irregularity is a delta-shock then the meaning of the viscous solution

is not clear. These topics deserve further analysis.
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