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## THE KIRCHHOFF EQUATION FOR THE P-LAPLACIAN


#### Abstract

Employing ideas from the theory of weakly hyperbolic differential equations, we show the local well-posedness of the Kirchhoff equation for the $p$-Laplacian in Sobolev spaces, where $p$ need not be an even integer.


## 1. Introduction

We shall seek solutions in Sobolev spaces to nonlinear nonlocal hyperbolic Cauchy problems, an example of which is given by

$$
\begin{align*}
& w_{t t}(t, x)-\left(1+\left\|w_{x}(t, \cdot)\right\|_{L^{p}(\mathbb{R})}^{p}\right)\left(\left|w_{x}(t, x)\right|^{p-2} w_{x}(t, x)\right)_{x}=0,  \tag{1}\\
& w(0, x)=\Phi(x), \quad w_{t}(0, x)=\Psi(x),
\end{align*}
$$

where $p$ is positive and real, not necessarily an even integer.
More general, we will consider the hyperbolic initial value problem

$$
\begin{align*}
& w_{t t}(t, x)-K\left(\left\|w_{x}(t, \cdot)\right\|_{L^{r}(\mathbb{R})}^{\beta}\right) a\left(w_{x}(t, x)\right) w_{x x}(t, x)=0,  \tag{2}\\
& w(0, x)=\Phi(x), \quad w_{t}(0, x)=\Psi(x),
\end{align*}
$$

where $K$ is an arbitrary function, sufficiently smooth and taking only positive values; and $a=a(s)$ behaves like $|s|^{p-2}$ near $s=0$. The detailed assumptions on $K, r, \beta$, and $a$ are given in (3), (4) and Condition 1 below.

For $K=K(s)=c_{1}+c_{2} s\left(c_{1}, c_{2}>0\right)$ and $p=r=\beta=2$, we get the famous Kirchhoff equation, proposed by Kirchhoff [11] for a better description of the motion of a stretched string. The global existence for real analytic initial data was proved in [1] and [14], while the global existence of small $C^{\infty}$ and Sobolev solutions was established in [3] and [6]. The question of global solutions for arbitrary data from Sobolev spaces is still open.

The situation becomes even more delicate if we replace the Laplacian by a nonlinear differential operator: suppose $K=K(s) \equiv 1$, and consider the equation

$$
w_{t t}(t, x)-a\left(w_{x}(t, x)\right)^{2} w_{x x}(t, x)=0, \quad w(0, x)=\Phi(x), \quad w_{t}(0, x)=\Psi(x)
$$

where $a\left(w_{x}\right)>0, a^{\prime}\left(w_{x}\right) \neq 0$, and $\Phi, \Psi$ have compact support. In [8] it was shown that the only global solution $w \in C^{2}\left(\mathbb{R}_{t} \times \mathbb{R}_{x}\right)$ is $w \equiv 0$. All other solutions develop a singularity in finite time.

Moreover, in [4] the Cauchy problem

$$
\begin{aligned}
& w_{t t}(t, x)-w_{x}(t, x)^{2} w_{x x}(t, x)=0 \\
& w(0, x)=\Phi(x), \quad w_{t}(0, x)=\Psi(x)
\end{aligned}
$$

was investigated, under the assumption that the smooth initial data $\Phi$ and $\Psi$ be even, and $\Phi^{\prime \prime}(0), \Psi^{\prime \prime}(0)$ be either both positive or both negative. Then the solution $w$ develops a singularity in finite time.

Hence one should not hope for global in time solutions to (1) or (2).
Another difficulty comes from the fact that the equation (1) is no longer strictly hyperbolic in the points $\left(t_{0}, x_{0}\right)$ where $w_{x}\left(t_{0}, x_{0}\right)=0$. In [2] it was shown that even a linear equation

$$
w_{t t}(t, x)-c(t)^{2} w_{x x}(t, x)=0, \quad c(t) \geq 0
$$

with appropriately chosen smooth initial data can have no distribution solution (even locally) if the smooth coefficient $c=c(t)$ has a zero at $t=0$ and oscillates near this zero. Therefore we have to expect that the standard linearization arguments can not be applied to (1), because the behavior of $\left|w_{x}\right|^{p-2}$ is not a priori known.

In this paper, we employ a technique developed in [12], which transforms the second order equation into a two by two second order system. The advantage of this method is that it will give us more information about $w_{x}$, which in turn will exclude oscillations of $\left|w_{x}\right|^{p-2}$.

If one assumes more regularity of the the function $a=a(s)$, then one can study (2) in spaces of functions with higher regularity. For Gevrey spaces with Gevrey index between 1 and 2, a different approach than ours is available, and the local wellposedness and propagation of analyticity can be proved, see [10].

In our situation, the function $a=a(s)=|s|^{p-2}$ is not smooth at the origin for $p \notin 2 \mathbb{N}$. To attack (1), we will approximate the function $a(s)$ by functions $a_{m}(s) \in C^{\infty}$ (preserving the essential properties of $a(s)$ ) and solve the approximate Cauchy problem by Nash-Moser theory. Therefore, it is natural to generalize (1) to (2), where

$$
\begin{align*}
& K \in C^{1}([0, \infty)), \quad K(s) \geq K_{0}>0, \quad \forall s \in[0, \infty)  \tag{3}\\
& 1<r<\infty, \quad \beta>1 \tag{4}
\end{align*}
$$

and $a=a(s):[-M, M] \rightarrow \mathbb{R}$ is a function which satisfies the following condition.

Condition 1. For all $s \in[-M, M]=\overline{B_{M}}$, the following holds:

$$
\begin{align*}
& a(s) \geq 0, \quad a(s)=0 \Longleftrightarrow s=0  \tag{5}\\
& a(s)=s^{2} a_{0}(s), \quad a_{0}(s) \leq C_{a}  \tag{6}\\
& 0 \leq s a_{0}^{\prime}(s) \leq C_{a} a_{0}(s), \quad 0 \leq s a^{\prime}(s) \leq C_{a} a(s) \tag{7}
\end{align*}
$$

Additionally, $a_{0}$ is supposed to be even and $a_{0}, a_{1} \in C^{P}\left(\overline{B_{M}}\right)$, where $a_{1}(s)=a^{\prime}(s) / s$. Here $C^{P}(X)$ denotes the space of functions whose derivatives up to the order $P$ are continuous and bounded on $X$ if $P \in \mathbb{N}$, and the Hölder space $C^{[P], P-[P]}(X)$ if $P \notin \mathbb{N}$.

REMARK 1. In (1), we have $a(s)=(p-1)|s|^{p-2}$, and Condition 1 is satisfied for $p>P+4$, or $p \in 2 \mathbb{N}, p \geq 4$, and $P \in \mathbb{N}$ is arbitrary.

Our main result is the following.
THEOREM 1. Assume that $a=a(s)$ and $K=K(s)$ satisfy Condition 1 and (3), respectively, and suppose (4). Furthermore, suppose that the Cauchy data $\Phi, \Psi$ belong to the Sobolev space $H^{q+2}(\mathbb{R})$ with support in some ball $B_{R}$, and that they are to $a=a(s)$ compatible data, i.e., $\left\|\Phi_{x}\right\|_{L^{\infty}\left(B_{R}\right)}<M$. Suppose $7 / 2<q \leq P+1$ with $P, q \in \mathbb{R}$. Then the Cauchy problem (2) has a unique local solution $u$ with

$$
u \in L^{\infty}\left((0, T), H^{q}(\mathbb{R})\right), \quad \partial_{t}^{2} u \in L^{\infty}\left((0, T), H^{q-2}(\mathbb{R})\right)
$$

This solution vanishes outside $[0, T] \times \operatorname{supp}(\Phi, \Psi)$.
The structure of this paper will be presented at the end of Section 2, after some explanatory remarks.

## 2. Transformation into a Second-Order System

To get a priori estimates of the solution $w$, we transform (2) into a second order system. This step will give us more information about the principal part.

Put $u(t, x)=\partial_{x} w(t, x), \phi(x)=\partial_{x} \Phi(x), \psi(x)=\partial_{x} \Psi(x)$. If $w$ solves (2), then $u$ is a solution to

$$
\begin{align*}
& u_{t t}(t, x)-K\left(\|u(t, \cdot)\|_{L^{r}(\mathbb{R})}^{\beta}\right) \partial_{x}\left(a(u(t, x)) \partial_{x} u(t, x)\right)=0,  \tag{8}\\
& u(0, x)=\phi(x), \quad u_{t}(0, x)=\psi(x) .
\end{align*}
$$

In case $\phi\left(x_{0}\right)=\psi\left(x_{0}\right)=0$, we have $\left(\partial_{t}^{n} u\right)\left(0, x_{0}\right)=0$ for all $n \in \mathbb{N}$. Therefore it is
natural to seek a solution of the form

$$
\begin{aligned}
& u(t, x)=\phi(x) g(t, x)+\psi(x) h(t, x) \\
& g(0, x)=1, \quad h(0, x)=0, \quad g_{t}(0, x)=0, \quad h_{t}(0, x)=1
\end{aligned}
$$

By direct calculation, we obtain $u_{t t}=\phi g_{t t}+\psi h_{t t}$ and

$$
\begin{aligned}
& \partial_{x}\left(a(u) u_{x}\right)=a(u)\left(\phi g_{x x}+\psi h_{x x}\right) \\
& \quad+a^{\prime}(u) u_{x}\left(\phi g_{x}+\psi h_{x}\right)+2 a_{0}(u)(\phi g+\psi h)^{2}\left(\phi_{x} g_{x}+\psi_{x} h_{x}\right) \\
& \quad+(\phi g+\psi h)\left(a_{0}(u) u\left(\phi_{x x} g+\psi_{x x} h\right)+a_{1}(u)\left(\phi_{x} g+\psi_{x} h\right)^{2}\right) .
\end{aligned}
$$

This leads us to the equation

$$
\begin{aligned}
& \phi\left(g_{t t}-k_{u}(t) \partial_{x}\left(a(u) g_{x}\right)-2 k_{u}(t) a_{0}(u) u g\left(\phi_{x} g_{x}+\psi_{x} h_{x}\right)-k_{u}(t) c g\right) \\
& +\psi\left(h_{t t}-k_{u}(t) \partial_{x}\left(a(u) h_{x}\right)-2 k_{u}(t) a_{0}(u) u h\left(\phi_{x} g_{x}+\psi_{x} h_{x}\right)-k_{u}(t) c h\right)=0,
\end{aligned}
$$

where we have introduced

$$
\begin{aligned}
& k_{u}(t)=K\left(\|u(t, \cdot)\|_{L^{q}(\mathbb{R})}^{\beta}\right), \\
& c=c(x, g, h)=a_{0}(u) u\left(\phi_{x x} g+\psi_{x x} h\right)+a_{1}(u)\left(\phi_{x} g+\psi_{x} h\right)^{2} .
\end{aligned}
$$

Now we consider the vector $U=(g, h)^{T}$ of unknowns and define
(9) $\quad A(x, U)=\left(\begin{array}{cc}a(\phi(x) g+\psi(x) h) & 0 \\ 0 & a(\phi(x) g+\psi(x) h)\end{array}\right)$,
(10) $\quad B(x, U)=2 a_{0}(\phi(x) g+\psi(x) h)(\phi(x) g+\psi(x) h)\left(\begin{array}{ll}\phi_{x}(x) g & \psi_{x}(x) g \\ \phi_{x}(x) h & \psi_{x}(x) h\end{array}\right)$,

$$
C(x, U)=\left(\begin{array}{cc}
c(x, U) & 0  \tag{11}\\
0 & c(x, U)
\end{array}\right)
$$

A solution $u$ to (8) is given by $u=\phi g+\psi h$ if $U=U(t, x)$ solves

$$
\begin{align*}
& \partial_{t}^{2} U-k_{u}(t) \partial_{x}\left(A(x, U) \partial_{x} U\right)-k_{u}(t) B(x, U) \partial_{x} U-k_{u}(t) C(x, U) U=0,  \tag{12}\\
& U(0, x)=(1,0)^{T}, \quad U_{t}(0, x)=(0,1)^{T}
\end{align*}
$$

This system will be solved in the following sections. The system (12) will turn out to be equivalent to (8), after we have shown the uniqueness of $u$.

We consider a linearized version of (12),
(13) $\partial_{t}^{2} V-k(t) \partial_{x}\left(A(x, U) \partial_{x} V\right)-k(t) B(x, U) \partial_{x} V-k(t) C(x, U) V=F(t, x)$,
with one of the following initial conditions:

$$
\begin{align*}
& V(0, x)=V_{0}(x), \quad V_{t}(0, x)=V_{1}(x)  \tag{14}\\
& V\left(t_{0}, x\right)=V_{0}(x), \quad V_{t}\left(t_{0}, x\right)=V_{1}(x), \quad 0<t_{0}<T_{0}
\end{align*}
$$

where

$$
\begin{equation*}
0<k_{0} \leq k(t) \in C^{1}, \quad k(t)+\left|k^{\prime}(t)\right| \leq k_{1}, \quad 0 \leq t \leq T_{0} \tag{16}
\end{equation*}
$$

and $U=U(t, x)$ is some given vector valued function with

$$
\begin{equation*}
\left\|U(t, \cdot)-\binom{1}{t}\right\|_{C^{1}\left([0, T] \times B_{R}\right)}<\varepsilon \ll 1 . \tag{2.17}
\end{equation*}
$$

The rest of the paper is organized as follows. Temporarily, we assume $a=$ $a(s) \in C^{\infty}(\mathbb{R})$. In the next section, we study a priori estimates of a solution $V$ to (13), using results of [12] and [4]. The existence of a solution $V$ to (13) will be proved in Section 4. By means of Nash-Moser-Hamilton theory and an argument of [4], we will show the existence of a solution $U$ to

$$
\begin{align*}
& \partial_{t}^{2} U-k(t) \partial_{x}\left(A(x, U) \partial_{x} U\right)-k(t) B(x, U) \partial_{x} U-k(t) C(x, U) U=0  \tag{18}\\
& U(0, x)=\binom{1}{0}, \quad U_{t}(0, x)=\binom{0}{1}
\end{align*}
$$

where $k=k(t)$ satisfies (16). In Section 6, we will get rid of the temporary assumption $a(s) \in C^{\infty}(\mathbb{R})$. Finally, we prove existence and uniqueness of a fixed point of the mapping

$$
k=k(t) \mapsto \tilde{k}=\tilde{k}(t)=K\left(\|\phi(\cdot) g(t, \cdot)+\psi(\cdot) h(t, \cdot)\|_{L^{r}(\mathbb{R})}^{\beta}\right)
$$

with $(g, h)^{T}=U$ as a solution to (18) in Section 7.

## 3. A Priori Estimates for (13)

Let $U=(g, h)^{T}$ satisfy $(2.17)_{T}$, and be defined on $[0, T] \times B_{R}$. For $-T \leq t \leq 0$, we set $U(t, x)=2 U(0, x)-U(-t, x)$, and get a $C^{1}$ function defined on $[-T, T] \times B_{R}$, with $\left\|U(t, \cdot)-(1, t)^{T}\right\|_{C^{1}\left([-T, T] \times B_{R}\right)}<\varepsilon$, modifying $\varepsilon$ a bit. The next proposition describes the behavior of the coefficient

$$
a_{*}(t, x)=k(t) a(\phi(x) g(t, x)+\psi(x) h(t, x))
$$

near $t=0$.

PROPOSITION 1. Let $a=a(s)$ and $k=k(t)$ satisfy Condition 1 and (16), and assume that $\phi, \psi \in C_{0}^{1}(\mathbb{R})$ are compatible data, i.e., $\|\phi\|_{L^{\infty}\left(B_{R}\right)}<M$. Introduce

$$
\Omega_{\phi \psi}=\left\{x \in B_{R}:|\phi(x)|+|\psi(x)|>0\right\} .
$$

Then there are constants $\varepsilon, \alpha, \tau>0$ such that for every $U=(g, h)^{T}$ with (2.17) $\tau_{\tau}$ there is $a \gamma \in C^{1}\left(\Omega_{\phi \psi}\right)$ such that $a_{*}(t, x)$ satisfies

$$
\begin{array}{lll}
\alpha a_{*}(t, x)-\partial_{t} a_{*}(t, x) \geq 0 & : t<\gamma(x), & (t, x) \in[-\tau, \tau] \times \Omega_{\phi \psi}, \\
\alpha a_{*}(t, x)+\partial_{t} a_{*}(t, x) \geq 0 & : t>\gamma(x), & (t, x) \in[-\tau, \tau] \times \Omega_{\phi \psi},  \tag{20}\\
a_{*}(\gamma(x), x)\left(\gamma^{\prime}(x)\right)^{2} \leq \frac{1}{4} & : x \in \Omega_{\phi \psi} .
\end{array}
$$

Moreover, the function $\gamma$ has the same regularity as $\phi, \psi$, and $U$; and the constants $\varepsilon$, $\tau, \alpha$ depend only on $M, C_{a},\|(\phi, \psi)\|_{C^{1}(\mathbb{R})}, k_{0}, k_{1}$.

Proof. This result has been proved in [12] and [4] in case of $k=k(t) \equiv 1$. For $k=k(t)$ satisfying (16), we fix $\gamma=\gamma(x)$ as in [4], $\alpha=\alpha_{\text {old }}+k_{1} / k_{0}$, choose $\tau>0$ sufficiently small, and follow the lines of the proof of Proposition 3.1 in [4].

REMARK 2. The curve $\{t=\gamma(x)\}$ separates the $(t, x)$ space into two parts. The relations (19) and (20) allow to exploit different techniques in both parts in order to derive a priori estimates of the solution $V$ of (13). Condition (21) means that the curve $\{t=\gamma(x)\}$ is noncharacteristic.

The system (13) can be written in the form

$$
\partial_{t}^{2} V-a_{*}(t, x) \partial_{x}^{2} V-\tilde{B}(t, x) \partial_{x} V-\tilde{C}(t, x) V=F(t, x)
$$

where $a_{*}(t, x)=k(t) a(\phi(x) g(t, x)+\psi(x) h(t, x)), \tilde{B}(t, x)=k(t) B(x, U(t, x))+$ $\partial_{x} a_{*}(t, x) I, \tilde{C}(t, x)=k(t) C(x, U(t, x))$. It is convenient to generalize this system a bit:

$$
\begin{align*}
& \partial_{t}^{2} V-a_{*}(t, x) \partial_{x}^{2} V-B_{*}(t, x) \partial_{x} V-C_{*}(t, x) V=F(t, x)  \tag{22}\\
& V\left(t_{0}, x\right)=V_{0}(x), \quad V_{t}\left(t_{0}, x\right)=V_{1}(x) \tag{23}
\end{align*}
$$

where the coefficients $a_{*}, B_{*}, C_{*}$ satisfy the following condition.
Hypothesis 1. (a) $a_{*}(t, x)=k(t) a(\phi(x) g(t, x)+\psi(x) h(t, x))$, and $k=k(t), a=$ $a(s)$ satisfy (16), Condition 1, respectively,
(b) $\left|B_{*}(t, x)\right|^{2} \leq L a_{*}(t, x)$ for some $L \geq 0$ (Levi Condition),
(c) $\phi, \psi \in C_{0}^{2}(\mathbb{R})$ with $\operatorname{supp}(\phi, \psi) \subset B_{R}=\{|x|<R\}$, and $\|\phi\|_{L^{\infty}\left(B_{R}\right)}<M$,
(d) the coefficient $a_{*}$ admits a separating curve in the sense of Proposition 1,
(e) the numbers $\varepsilon$ and $\tau$ from (2.17) ${ }_{\tau}$, (19), (20) are chosen as in Proposition 1.

The inequality in (b) follows from Condition 1 and Glaeser's inequality [5],

$$
\left|e^{\prime}(x)\right|^{2} \leq 2\|e\|_{C^{2}(\mathbb{R})} e(x)
$$

for every function $e=e(x) \in C^{2}(\mathbb{R})$ with $e(x) \geq 0$ for all $x$.
Such initial value systems have been studied extensively in [12] and [4], and a priori estimates for the solution $V$ have been found. The crucial assumption is (d), which allows to exploit two different methods to estimate the solution in the two zones $\{t>\gamma(x)\}$ and $\{t<\gamma(x)\}$. The final result is the following:

Proposition 2. Let $V=V(t, x)$ with $\partial_{t}^{j} V \in L^{\infty}\left(\left(t_{0}, \tau\right), H^{2-j}\left(B_{R}\right)\right), j=$ $0,1,2$, be a solution of (22), (23) and assume that Hypothesis 1 holds. Then there is a constant $C_{0}$ such that for all $t \in\left[t_{0}, \tau\right]$ we have

$$
\begin{align*}
& \|V(t, \cdot)\|_{L^{2}\left(B_{R}\right)}^{2}  \tag{24}\\
& \quad \leq C_{0}\left(\left\|V_{0}\right\|_{H^{1}\left(B_{R}\right)}^{2}+\left\|V_{1}\right\|_{L^{2}\left(B_{R}\right)}^{2}+\int_{t_{0}}^{t}\|F(s, \cdot)\|_{L^{2}\left(B_{R}\right)}^{2} d s\right) .
\end{align*}
$$

The constant $C_{0}$ depends only on $\tau, \alpha, L$, and the norms $\left\|a_{*}\right\|_{L^{\infty}\left((0, \tau), C^{2}\left(B_{R}\right)\right)},\left\|B_{*}\right\|_{L^{\infty}\left((0, \tau), C^{1}\left(B_{R}\right)\right)}$, $\left\|C_{*}\right\|_{L^{\infty}\left((0, \tau) \times B_{R}\right)}$.

A proof can be found in [4], see also [12] and [13].
Our final goal is to estimate $\|U\|_{C^{2}\left(B_{R}\right)}$, where $U$ solves (18). To this end, we will differentiate (18) twice with respect to $x$, and then apply $\left\langle D_{x}\right\rangle^{\delta}, 1 / 2<\delta<1$, which is the pseudodifferential operator with the symbol $\langle\xi\rangle=\left(1+|\xi|^{2}\right)^{1 / 2}$. This leads us to the following proposition.

Proposition 3. Fix $\delta$ with $1 / 2<\delta<1$, and let $V=V(t, x)$ with $\partial_{t}^{j} V \in$ $L^{\infty}\left(\left(t_{0}, \tau\right), H^{2+\delta-j}\left(B_{R}\right)\right)(j=0,1,2)$ be a solution to (22), (23), and suppose Hypothesis 1. Assume $V_{0} \equiv V_{1} \equiv 0$, and suppose that $a_{*}, B_{*}, C_{*}, F$, and $V$ vanish outside $\left[t_{0}, \tau\right] \times B_{R^{\prime}}$, for some $R^{\prime}<R$. Then we have the estimate

$$
\|V(t, \cdot)\|_{H^{\delta}\left(B_{R}\right)}^{2} \leq C_{\delta} \int_{t_{0}}^{t}\|F(s, \cdot)\|_{H^{\delta}\left(B_{R}\right)}^{2} d s
$$

with a constant $C_{\delta}$ which only depends on the numbers $\tau, \alpha, L, R, R^{\prime}$, and the norms $\left\|a_{*}\right\|_{L^{\infty}\left((0, \tau), H^{5 / 2+\varepsilon}\left(B_{R}\right)\right),}\left\|B_{*}\right\|_{L^{\infty}\left((0, \tau), H^{3 / 2+\varepsilon}\left(B_{R}\right)\right),},\left\|C_{*}\right\|_{L^{\infty}\left((0, \tau), H^{\delta}\left(B_{R}\right)\right)}$, for any small $\varepsilon>0$.

Here we have defined

$$
\|V(t, \cdot)\|_{H^{\delta}\left(B_{R}\right)}^{2}=\int_{\mathbb{R}_{\xi}}\langle\xi\rangle^{2 \delta}|\hat{V}(t, \xi)|^{2} d \xi
$$

(and similarly for the other norms), where $\hat{V}(t, \xi)$ denotes the partial Fourier transform of $V=V(t, x)$, which was tacitly extended by zero outside $\left[t_{0}, \tau\right] \times B_{R}$.

Proof. We set $V^{\delta}=\left\langle D_{x}\right\rangle^{\delta} V$ and find

$$
\begin{align*}
\partial_{t}^{2} V^{\delta} & -a_{*} \partial_{x}^{2} V^{\delta}-B_{*} \partial_{x} V^{\delta}=F_{1}^{\delta}+F_{2}^{\delta}+F_{3}^{\delta}+F_{4}^{\delta}  \tag{25}\\
= & \left\langle D_{x}\right\rangle^{\delta} F+\left[\left\langle D_{x}\right\rangle^{\delta}, a_{*} \partial_{x}^{2}\right]\left\langle D_{x}\right\rangle^{-\delta} V^{\delta}+\left[\left\langle D_{x}\right\rangle^{\delta}, B_{*} \partial_{x}\right]\left\langle D_{x}\right\rangle^{-\delta} V^{\delta} \\
& +\left\langle D_{x}\right\rangle^{\delta}\left(C_{*} V\right)
\end{align*}
$$

The symbol of the pseudodifferential operator in $F_{2}^{\delta}$ is

$$
\begin{aligned}
& \left(\langle\xi\rangle^{\delta} \circ a_{*}(t, x)-a_{*}(t, x)\langle\xi\rangle^{\delta}\right)\langle\xi\rangle^{-\delta} \xi^{2} \\
& \quad=\left(\partial_{\xi}\langle\xi\rangle^{\delta}\right)\left(D_{x} a_{*}\right)\langle\xi\rangle^{-\delta} \xi^{2}+\left(\langle\xi\rangle^{\delta} \circ a_{*}-a_{*}\langle\xi\rangle^{\delta}-\left(\partial_{\xi}\langle\xi\rangle^{\delta}\right)\left(D_{x} a_{*}\right)\right)\langle\xi\rangle^{-\delta} \xi^{2} \\
& \quad=\delta\left(D_{x} a_{*}\right) \frac{\xi^{3}}{\langle\xi\rangle^{2}}+\left(\langle\xi\rangle^{\delta} \circ a_{*}-a_{*}(t, x)\langle\xi\rangle^{\delta}-\left(\partial_{\xi}\langle\xi\rangle^{\delta}\right)\left(D_{x} a_{*}\right)\right)\langle\xi\rangle^{-\delta} \xi^{2} \\
& \quad=\operatorname{symb}\left(I_{1}+I_{2}\right),
\end{aligned}
$$

where $\circ$ denotes the Leibniz product. We shift a term $\delta\left(D_{x} a_{*}\right) D_{x} V^{\delta}$ to the left of (25), and Lemma 7 tells us

$$
\begin{aligned}
& \left\|\left(I_{1}-\delta\left(D_{x} a_{*}\right) D_{x}+I_{2}\right) V^{\delta}\right\|_{L^{2}(\mathbb{R})} \\
& \quad \leq C\left\|a_{*}\right\|_{C^{1}(\mathbb{R})}\left\|V^{\delta}\right\|_{L^{2}(\mathbb{R})}+C\left\|a_{*}\right\|_{H^{5 / 2+\varepsilon}(\mathbb{R})}\left\|V^{\delta}\right\|_{L^{2}(\mathbb{R})} .
\end{aligned}
$$

Again by Lemma 7,

$$
\left\|F_{3}^{\delta}\right\|_{L^{2}(\mathbb{R})} \leq C\left\|B_{*}\right\|_{H^{3 / 2+\varepsilon}(\mathbb{R})}\left\|V^{\delta}\right\|_{L^{2}(\mathbb{R})}
$$

The space $H^{\delta}(\mathbb{R})$ is an algebra under pointwise multiplication, since $\delta>1 / 2$. Then we have

$$
\left\|F_{4}^{\delta}\right\|_{L^{2}(\mathbb{R})} \leq C\left\|C_{*}\right\|_{H^{\delta}(\mathbb{R})}\left\|V^{\delta}\right\|_{L^{2}(\mathbb{R})}
$$

Now we apply Proposition 2,

$$
\begin{aligned}
& \left\|V^{\delta}(t, \cdot)\right\|_{L^{2}\left(B_{R}\right)}^{2} \leq C \int_{t_{0}}^{t}\left\|F^{\delta}(s, \cdot)-\delta\left(D_{x} a_{*}(s, \cdot)\right) D_{x} V^{\delta}(s, \cdot)\right\|_{L^{2}\left(B_{R}\right)}^{2} d s \\
& \quad \leq C \int_{t_{0}}^{t}\|F(s, \cdot)\|_{H^{\delta}\left(B_{R}\right)}^{2}+\left\|V^{\delta}(s, \cdot)\right\|_{L^{2}(\mathbb{R})}^{2} d s
\end{aligned}
$$

Recall that $V \equiv 0$ outside some subset $\left[t_{0}, \tau\right] \times B_{R^{\prime}} \subset\left[t_{0}, \tau\right] \times B_{R}$. Then we can estimate

$$
\begin{aligned}
& \left\|V^{\delta}(s, \cdot)\right\|_{L^{2}(\mathbb{R})} \leq\left\|V^{\delta}(s, \cdot)\right\|_{L^{2}\left(B_{R}\right)}+\left\|V^{\delta}(s, \cdot)\right\|_{L^{2}\left(\mathbb{R} \backslash B_{R}\right)} \\
& \quad \leq\left\|V^{\delta}(s, \cdot)\right\|_{L^{2}\left(B_{R}\right)}+C\|V(s, \cdot)\|_{L^{2}(\mathbb{R})} \\
& \quad=\left\|V^{\delta}(s, \cdot)\right\|_{L^{2}\left(B_{R}\right)}+C\|V(s, \cdot)\|_{L^{2}\left(B_{R}\right)} \leq C\left\|V^{\delta}(s, \cdot)\right\|_{L^{2}\left(B_{R}\right)} .
\end{aligned}
$$

An application of Gronwall's Lemma concludes the proof.

Now we give an estimate of higher order Sobolev norms.
Proposition 4. Let $\varepsilon$, $\tau$ be determined as in Proposition 1, and suppose that $U$ satisfies (2.17) $)_{\tau}$. Let $q \in \mathbb{N}$, and $V$ with $\partial_{t}^{j} V \in L^{\infty}\left(\left(t_{0}, \tau\right), H^{q+2-j}\left(B_{R}\right)\right), j=$ $0,1,2$, be a solution to (13), (15). Then the estimate

$$
\begin{align*}
& \|V(t, \cdot)\|_{H^{q}\left(B_{R}\right)}^{2} \leq C_{q}\left(1+\|U\|_{L^{\infty}\left(\left(t_{0}, t\right), H^{q+2}\left(B_{R}\right)\right)}^{2}\right) \times  \tag{26}\\
& \quad \times\left(\left\|V_{0}\right\|_{H^{q+1}\left(B_{R}\right)}^{2}+\left\|V_{1}\right\|_{H^{q}\left(B_{R}\right)}^{2}+\int_{t_{0}}^{t}\|F(s, \cdot)\|_{H^{q}\left(B_{R}\right)}^{2} d s\right)
\end{align*}
$$

holds for $0 \leq t_{0} \leq t \leq \tau$, where $C_{q}$ depends only on $\tau, \alpha, L, k_{0}, k_{1}$, and the norms

$$
\begin{aligned}
& \|U\|_{L^{\infty}\left((0, \tau), H^{3}\left(B_{R}\right)\right)}, \quad\|A\|_{C^{q+2}\left(B_{R} \times[1-\varepsilon, 1+\varepsilon] \times[-\varepsilon, \tau+\varepsilon]\right)}, \\
& \|B\|_{C^{q}\left(B_{R} \times[1-\varepsilon, 1+\varepsilon] \times[-\varepsilon, \tau+\varepsilon]\right)}, \quad\|C\|_{C^{q}\left(B_{R} \times[1-\varepsilon, 1+\varepsilon] \times[-\varepsilon, \tau+\varepsilon]\right)} .
\end{aligned}
$$

Proof. The estimate (26) holds for $q=0$, see Proposition 2. Assume that (26) is true for $q$ replaced by $q-1$. We set $V^{q}(t, x)=\partial_{x}^{q} V(t, x)$ and obtain

$$
\begin{aligned}
\partial_{t}^{2} & V^{q}-k(t) A(x, U) \partial_{x}^{2} V^{q}-k(t)\left((q+1)\left(\partial_{x} A(x, U(t, x))\right)+B(x, U)\right) \partial_{x} V^{q} \\
& -k(t)\left((q(q+1) / 2)\left(\partial_{x}^{2} A(x, U(t, x))\right)+q\left(\partial_{x} B(x, U(t, x))\right)+C(x, U)\right) V^{q} \\
= & F^{q}=\partial_{x}^{q} F+I_{1}+I_{2}+I_{3}+I_{4} \\
= & \partial_{x}^{q} F+\sum_{l=3}^{q} C_{q l} k(t)\left(\partial_{x}^{l} A(x, U(t, x))\right) V^{q+2-l} \\
& +\sum_{l=2}^{q} C_{q l} k(t)\left(\partial_{x}^{l+1} A(x, U(t, x))+\partial_{x}^{l} B(x, U(t, x))\right) V^{q+1-l} \\
& +\sum_{l=1}^{q} C_{q l} k(t)\left(\partial_{x}^{l} C(x, U(t, x))\right) V^{q-l} .
\end{aligned}
$$

By Proposition 2, we deduce that

$$
\left\|V^{q}(t, \cdot)\right\|_{L^{2}\left(B_{R}\right)}^{2} \leq C_{0}\left(\left\|V_{0}\right\|_{H^{q+1}\left(B_{R}\right)}^{2}+\left\|V_{1}\right\|_{H^{q}\left(B_{R}\right)}^{2}+\int_{t_{0}}^{t}\left\|F^{q}(s, \cdot)\right\|_{L^{2}\left(B_{R}\right)}^{2} d s\right)
$$

For the estimate of $I_{1}, I_{2}$, we have to consider terms of the form $\left(\partial_{x}^{m} A\right) V^{q+2-m}$ with $m=3, \ldots, q+1$. From Lemma 5 and Sobolev's embedding theorem,

$$
\begin{aligned}
& \left\|\left(\partial_{x}^{m} A(\cdot, U(t, \cdot))\right) V^{q+2-m}(t, \cdot)\right\|_{L^{2}\left(B_{R}\right)} \\
& \quad \leq\left\|\partial_{x}^{m} A(\cdot, U(t, \cdot))\right\|_{L^{\infty}\left(B_{R}\right)}\left\|V^{q+2-m}(t, \cdot)\right\|_{L^{2}\left(B_{R}\right)} \\
& \quad \leq C\left(\|U(t, \cdot)\|_{L^{\infty}\left(B_{R}\right)}\right)\left(1+\|U(t, \cdot)\|_{H^{m+1}\left(B_{R}\right)}\right)\|V(t, \cdot)\|_{H^{q+2-m}\left(B_{R}\right)} .
\end{aligned}
$$

Here and in the following, $C\left(\|U(t, \cdot)\|_{L^{\infty}\left(B_{R}\right)}\right)$ denotes a constant that depends in a nonlinear and continuous way on $\|U(t, \cdot)\|_{L^{\infty}\left(B_{R}\right)}$. The terms $I_{3}$ and $I_{4}$ can be estimated similarly. Then it follows that

$$
\begin{aligned}
& \|V(t, \cdot)\|_{H^{q}\left(B_{R}\right)}^{2} \leq C_{0}\left(\left\|V_{0}\right\|_{H^{q+1}\left(B_{R}\right)}^{2}+\left\|V_{1}\right\|_{H^{q}\left(B_{R}\right)}^{2}\right) \\
& \quad+C_{0} \int_{t_{0}}^{t}\|F(s, \cdot)\|_{H^{q}\left(B_{R}\right)}^{2}+\|V(s, \cdot)\|_{H^{q-1}\left(B_{R}\right)}^{2} d s \\
& \quad+C\left(\|U\|_{L^{\infty}\left(\left(t_{0}, t\right), C^{2}\left(B_{R}\right)\right)}\right) \times \\
& \quad \times \sum_{m=3}^{q+1}\left(1+\|U\|_{L^{\infty}\left(\left(t_{0}, t\right), H^{m+1}\left(B_{R}\right)\right)}^{2}\right) \int_{t_{0}}^{t}\|V(s, \cdot)\|_{H^{q+2-m}\left(B_{R}\right)}^{2} d s .
\end{aligned}
$$

From the induction assumption,

$$
\begin{aligned}
& \|U\|_{L^{\infty}\left(\left(t_{0}, t\right), H^{m+1}\left(B_{R}\right)\right)}^{2} \int_{t_{0}}^{t}\|V(s, \cdot)\|_{H^{q+2-m}\left(B_{R}\right)}^{2} d s \\
& \quad \leq C_{q}\|U\|_{L^{\infty}\left(\left(t_{0}, t\right), H^{m+1}\left(B_{R}\right)\right)}^{2}\left(1+\|U\|_{L^{\infty}\left(\left(t_{0}, t\right), H^{q+4-m}\left(B_{R}\right)\right)}^{2}\right) \times \\
& \quad \times\left(\left\|V_{0}\right\|_{H^{q}\left(B_{R}\right)}^{2}+\left\|V_{1}\right\|_{H^{q-1}\left(B_{R}\right)}^{2}+\int_{t_{0}}^{t}\|F(s, \cdot)\|_{H^{q-1}\left(B_{R}\right)}^{2} d s\right) .
\end{aligned}
$$

Now we interpolate between $H^{q+2}\left(B_{R}\right)$ and $H^{3}\left(B_{R}\right)$, in order to estimate the product of $\|U\|_{H^{m+1}\left(B_{R}\right)}$ and $\|U\|_{H^{q+4-m}\left(B_{R}\right)}$, and the proof is complete.

## 4. Existence of Solutions to (13)

Proposition 5. Let $a=a(s) \in C^{\infty}(\mathbb{R})$ and $k=k(t)$ satisfy Condition 1 and (16), respectively, and let $\phi, \psi \in C_{0}^{\infty}(\mathbb{R})$ be to a(s) compatible data, i.e.,
$\|\phi\|_{L^{\infty}\left(B_{R}\right)}<M$. Assume $\operatorname{supp}(\phi, \psi) \subset B_{R}$. Choose $\varepsilon, \tau$ as in Proposition 1, and suppose that $U \in C^{2}\left([0, \tau], C^{\infty}\left(B_{R}\right)\right)$ satisfies $(2.17)_{\tau}$. Finally, assume that $F \in C\left(\left[t_{0}, \tau\right], C^{\infty}\left(B_{R}\right)\right), V_{0}, V_{1} \in C^{\infty}\left(B_{R}\right)$. Then the problem (13), (15) has a unique solution $V \in C^{2}\left(\left[t_{0}, \tau\right], C^{\infty}\left(B_{R}\right)\right)$.

This is a generalization of a similar result in [4], where $k=k(t) \equiv 1$; therefore we only sketch the proof. We approximate the coefficient $a=a(s)$ by Gevrey functions $a_{m}=a_{m}(s) \in G^{d}(\mathbb{R}), 1<d<2,(m \rightarrow \infty)$, such that Condition 1 holds uniformly in $m$ (see Section 6), and approximate the functions $\phi, \psi, U, F, V_{0}, V_{1}$ by Gevrey functions $\phi_{m}, \psi_{m}, U_{m}, F_{m}, V_{0, m}, V_{1, m}$. Then we consider the Cauchy problem

$$
\begin{align*}
& \partial_{t}^{2} V_{m}-k(t) \partial_{x}\left(A_{m}\left(x, U_{m}\right) \partial_{x} V_{m}\right)-k(t) B_{m}\left(x, U_{m}\right) \partial_{x} V_{m}  \tag{27}\\
& \quad-k(t) C_{m}\left(x, U_{m}\right) V_{m}=F_{m}(t, x), \\
& V_{m}\left(t_{0}, x\right)=V_{0, m}(x), \quad \partial_{t} V_{m}\left(t_{0}, x\right)=V_{1, m}(x),
\end{align*}
$$

which has a unique solution $V_{m} \in C^{2}\left(\left[t_{0}, \tau\right], G^{d}\left(B_{R}\right)\right)$, according to [9]. By Proposition 4, we get uniform in $m$ estimates of $V_{m}$ in Sobolev spaces. Standard arguments give the convergence of the sequence $\left\{V_{m}\right\}_{m}$ to a $C^{\infty}$ solution $V$, which is unique due to the estimate of Proposition 2.

## 5. Existence of Solutions to (18)

Generalizing (18), we consider the Cauchy problem

$$
\begin{align*}
& \partial_{t}^{2} U-k(t) \partial_{x}\left(A(x, U) \partial_{x} U\right)-k(t) B(x, U) \partial_{x} U-k(t) C(x, U) U=0,  \tag{28}\\
& U\left(t_{0}, x\right)=U_{0}(x), \quad U_{t}\left(t_{0}, x\right)=U_{1}(x) \\
& \left\|U_{0}(\cdot)-\left(1, t_{0}\right)^{T}\right\|_{C^{1}\left(B_{R}\right)}<\varepsilon_{0}, \quad\left\|U_{1}(\cdot)-(0,1)^{T}\right\|_{L^{\infty}\left(B_{R}\right)}<\varepsilon_{0} . \tag{29}
\end{align*}
$$

The linearization of this Cauchy problem has the form (13). Proposition 4 tells us that the solution operator to (13) is a smooth tame map. Then it is standard to show that (28) has a unique local $C^{\infty}$ solution, by means of Nash-Moser-Hamilton theory [7]. A detailed proof of the following proposition (for the special case $k=$ $k(t) \equiv 1)$ has been given in [4] and [12].

Proposition 6. Let $a=a(s) \in C^{\infty}(\mathbb{R})$ and $k=k(t)$ satisfy Condition 1, (16), respectively, and let $(\phi, \psi) \in C_{0}^{\infty}(\mathbb{R})$ with $\operatorname{supp}(\phi, \psi) \subset B_{R}$ be to a(s) compatible data, i.e., $\|\phi\|_{L^{\infty}\left(B_{R}\right)}<M$.

Then there is an $\varepsilon_{0}$, depending only on $M, C_{a},\|(\phi, \psi)\|_{C^{1}\left(B_{R}\right)}$, such that:

For every $U_{0}, U_{1} \in C^{\infty}\left(B_{R}\right)$ with (29) there is some $T_{1}>t_{0}$ and a unique local solution $U \in C^{2}\left(\left[t_{0}, T_{1}\right], C^{\infty}\left(B_{R}\right)\right)$ to the Cauchy problem (28).

Unfortunately, this result gives us no information on the life-span of the solution $U$. This gap is closed in the next result.

Proposition 7. Under the assumptions of Proposition 6, there is a constant $T_{0}>0$ depending only on the numbers $M, R, k_{0}, k_{1}$, and the norms $\left\|\left(a_{0}, a_{1}\right)\right\|_{C^{5 / 2+\varepsilon}\left(B_{M}\right)}$, $\|(\phi, \psi)\|_{H^{9 / 2+\varepsilon}\left(B_{R}\right)}$; and there is a unique solution $U \in C^{2}\left(\left[0, T_{0}\right], C^{\infty}\left(B_{R}\right)\right)$ to (28) with $t_{0}=0$.

This will follow easily from the Lemmas 1 and 3.
Lemma 1. Choose the constants $\varepsilon, \tau$ as in Proposition 1, and let the assumptions of Proposition 6 hold. Let $0<T<\tau$, and $U \in C^{2}\left([0, T), C^{\infty}\left(B_{R}\right)\right)$, $0<T<\tau$, be a solution to (18) fulfilling (2.17) . Then there are continuous and increasing functions $\varrho_{q}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$, (independent of $T$ ) such that the estimates

$$
\begin{align*}
& \|U(t, \cdot)\|_{H^{q}\left(B_{R}\right)}^{2} \leq C_{q} \varrho_{q}\left(\|U\|_{L^{\infty}\left((0, t), C^{2}\left(B_{R}\right)\right)}\right), \quad q \in \mathbb{N}_{+},  \tag{30}\\
& \max _{[0, t]}\left\|U(s, \cdot)-(1, s)^{T}\right\|_{C^{2}\left(B_{R}\right)}^{2} \leq t C_{5 / 2+\varepsilon} \varrho_{5 / 2+\varepsilon}\left(\|U\|_{L^{\infty}\left((0, t), C^{2}\left(B_{R}\right)\right)}^{2}\right) \tag{31}
\end{align*}
$$

hold for all $0 \leq t<T$, where the constants $C_{q}$ only depend on $\left\|\left(a_{0}, a_{1}\right)\right\|_{C^{q}\left(B_{M}\right)}$, $\|(\phi, \psi)\|_{H^{q+2}\left(B_{R}\right)}$, and $R$.

The proof is based on an a priori estimate similar to that of Proposition 4 for the Cauchy problem (13), but now we take advantage from the fact $U \equiv V$.

LEMMA 2. The following estimates hold for all functions $w$ for which the righthand side is bounded. Here $X \subset \mathbb{R}$ is a bounded domain.

$$
\begin{aligned}
\|w\|_{C^{m}(X)}\|w\|_{H^{n}(X)} \leq C\|w\|_{H^{2}(X)}\|w\|_{H^{m+n-1}(X)}, & m \geq 1, n \geq 2 \\
\|w\|_{C^{m}(X)}\|w\|_{H^{n}(X)} \leq C\|w\|_{H^{3}(X)}\|w\|_{H^{m+n-2}(X)}, & m \geq 2, n \geq 3 .
\end{aligned}
$$

Proof. We only show the first estimate, the second is proved analogously. With certain positive $\theta_{1}, \theta_{2}, \theta_{1}+\theta_{2}=1$, we can interpolate

$$
H^{m+1}(X)=\left[H^{2}(X), H^{m+n-1}(X)\right]_{\theta_{1}}, \quad H^{n}(X)=\left[H^{2}(X), H^{m+n-1}(X)\right]_{\theta_{2}}
$$

It remains to apply Sobolev's embedding theorem, $\|w\|_{C^{m}(X)} \leq C\|w\|_{H^{m+1}(X)}$.

Proof of Lemma 1. We introduce the notation $(\xi, \eta) U$ for the $\mathbb{R}^{2}$ scalar product $\xi g+$ $\eta h$, and $A_{x}(x, U)=a^{\prime}(u)\left(\left(\phi_{x}, \psi_{x}\right) U\right) I, A_{U}(x, U)=a^{\prime}(u)(\phi, \psi)$. Then (18) gets the form

$$
\begin{aligned}
& \partial_{t}^{2} U-k(t) A(x, U) \partial_{x}^{2} U \\
& \quad-k(t) A_{x}(x, U) U_{x}-k(t)\left(A_{U}(x, U) U_{x}+B(x, U)\right) U_{x} \\
& \quad-k(t) C(x, U) U=0
\end{aligned}
$$

For $q \in \mathbb{N}, q \geq 1, U^{q}=\partial_{x}^{q} U$ solves the equation
(32) $\partial_{t}^{2} U^{q}-k(t) A(x, U) \partial_{x}^{2} U^{q}$

$$
\begin{aligned}
& -k(t)\left((q+1)\left(\partial_{x} A(x, U)\right)+B(x, U)\right) \partial_{x} U^{q}-k(t) A_{U}(x, U)\left(\partial_{x} U^{q}\right) U_{x} \\
= & F^{q}=I_{1}+I_{2}+I_{3}+I_{4} \\
= & \sum_{l=2}^{q} C_{q l} k(t)\left(\partial_{x}^{l} A(x, U)\right) U^{q+2-l} \\
& +\sum_{l=1}^{q} C_{q l} k(t)\left(\partial_{x}^{l}\left(A_{x}(x, U)+B(x, U)\right)\right) U^{q+1-l} \\
& +\sum_{l+m=0}^{q-1} C_{q l m} k(t)\left(\partial_{x}^{q-l-m} A_{U}(x, U)\right) U^{l+1} U^{m+1}+k(t) \partial_{x}^{q}(C(x, U) U)
\end{aligned}
$$

From (7) we get $\left|a^{\prime}(s)\right|^{2} \leq C_{a}^{3} a(s)$; hence Hypothesis 1 is valid, and we are allowed to apply Proposition 2, and obtain

$$
\left\|U^{q}(t, \cdot)\right\|_{L^{2}\left(B_{R}\right)}^{2} \leq C_{0} \int_{0}^{t}\left\|F^{q}(s, \cdot)\right\|_{L^{2}\left(B_{R}\right)}^{2} d s
$$

Now we estimate $I_{1}$ and $I_{3}$ (the other two terms are easier to handle and left to the reader). Obviously,

$$
\begin{aligned}
& \left\|I_{1}\right\|_{L^{2}\left(B_{R}\right)} \\
& \quad \leq \begin{cases}C\left(\|a\|_{C^{2}\left(B_{M}\right)},\|(\phi, \psi)\|_{C^{2}\left(B_{R}\right)},\|U\|_{C^{2}\left(B_{R}\right)}\right)\|U\|_{H^{q}\left(B_{R}\right)}^{2} & : q=2, \\
C\left(\|a\|_{C^{3}\left(B_{M}\right)},\|(\phi, \psi)\|_{C^{3}\left(B_{R}\right)},\|U\|_{C^{2}\left(B_{R}\right)}\right)\left(1+\|U\|_{H^{q}\left(B_{R}\right)}^{2}\right) & : q=3 .\end{cases}
\end{aligned}
$$

For $q \geq 4$ and $l=2$, we have

$$
\begin{aligned}
& \left\|\left(\partial_{x} A(x, U)\right) U^{q+2-l}\right\|_{L^{2}\left(B_{R}\right)}^{2} \\
& \quad \leq C\left(\|a\|_{C^{2}\left(B_{M}\right)},\|(\phi, \psi)\|_{C^{2}\left(B_{R}\right)},\|U\|_{C^{2}\left(B_{R}\right)}\right)\|U\|_{H^{q}\left(B_{R}\right)}^{2}
\end{aligned}
$$

If $3 \leq l \leq q$ and $q \geq 4$, we employ the Lemmas 2 and 5:

$$
\begin{aligned}
& \left\|\left(\partial_{x} A(x, U)\right) U^{q+2-l}\right\|_{L^{2}\left(B_{R}\right)}^{2} \leq C\left(\|a(u(t, \cdot))\|_{H^{l}\left(B_{R}\right)}\right)\|U\|_{C^{q+2-l}\left(B_{R}\right)}^{2} \\
& \quad \leq C\left(\|a\|_{C^{l}\left(B_{M}\right)},\|U\|_{L^{\infty}\left(B_{R}\right)},\|(\phi, \psi)\|_{H^{l}\left(B_{R}\right)}\right)\left(1+\|U\|_{H^{3}\left(B_{R}\right)}^{2}\right)\|U\|_{H^{q}\left(B_{R}\right)}^{2}
\end{aligned}
$$

Concerning $I_{3}$, suppose $0 \leq l+m \leq q-2$. Then Lemma 5 gives

$$
\begin{aligned}
& \left\|\left(\partial_{x}^{q-l-m} A_{U}(x, U)\right) U^{l+1} U^{m+1}\right\|_{L^{2}\left(B_{R}\right)}^{2} \\
& \quad \leq C\left(\|a\|_{C^{q+1}\left(B_{M}\right)},\|U\|_{L^{\infty}\left(B_{R}\right)},\|(\phi, \psi)\|_{H^{q}\left(B_{R}\right)}\right)\left(1+\|U\|_{H^{q-l-m}\left(B_{R}\right)}^{2}\right) \times \\
& \quad \times\left\|U^{l+1}\right\|_{L^{\infty}\left(B_{R}\right)}^{2}\left\|U^{m+1}\right\|_{L^{\infty}\left(B_{R}\right)}^{2} .
\end{aligned}
$$

Applying Lemma 2 twice, we find

$$
\|U\|_{H^{q-l-m}\left(B_{R}\right)}\|U\|_{C^{l+1}\left(B_{R}\right)}\|U\|_{C^{m+1}\left(B_{R}\right)} \leq C\|U\|_{H^{2}\left(B_{R}\right)}^{2}\|U\|_{H^{q}\left(B_{R}\right)}
$$

In case of $l+m=q-1$, we suppose $m \leq l$ and can estimate

$$
\begin{aligned}
& \left\|\left(\partial_{x}^{q-l-m} A_{U}(x, U)\right) U^{l+1} U^{m+1}\right\|_{L^{2}\left(B_{R}\right)}^{2} \\
& \quad \leq C\left(\|a\|_{C^{2}\left(B_{M}\right)},\|U\|_{C^{1}\left(B_{R}\right)},\|(\phi, \psi)\|_{C^{1}\left(B_{R}\right)}\right)\left\|U^{l+1}\right\|_{L^{2}\left(B_{R}\right)}^{2}\left\|U^{m+1}\right\|_{L^{\infty}\left(B_{R}\right)}^{2} \\
& \quad \leq C\left(\|a\|_{C^{2}\left(B_{M}\right)},\|U\|_{C^{1}\left(B_{R}\right)},\|(\phi, \psi)\|_{C^{1}\left(B_{R}\right)}\right)\|U\|_{H^{2}\left(B_{R}\right)}^{2}\|U\|_{H^{q}\left(B_{R}\right)}^{2}
\end{aligned}
$$

Summing up we find

$$
\left\|F^{q}\right\|_{L^{2}\left(B_{R}\right)}^{2} \quad \begin{aligned}
& \quad \leq C\left(\left\|\left(a_{0}, a_{1}\right)\right\|_{C^{q}\left(B_{M}\right)},\|(\phi, \psi)\|_{H^{q+2}\left(B_{R}\right)}\right) \tilde{\varrho}_{q}\left(\|U\|_{C^{2}\left(B_{R}\right)}\right)\left(1+\|U\|_{H^{q}\left(B_{R}\right)}^{2}\right)
\end{aligned}
$$

for $q=3$, and

$$
\begin{aligned}
& \left\|F^{q}\right\|_{L^{2}\left(B_{R}\right)}^{2} \\
& \quad \leq C\left(\left\|\left(a_{0}, a_{1}\right)\right\|_{C^{q}\left(B_{M}\right)},\|(\phi, \psi)\|_{H^{q+2}\left(B_{R}\right)}\right) \tilde{\varrho}_{q}\left(\|U\|_{H^{3}\left(B_{R}\right)}\right)\left(1+\|U\|_{H^{q}\left(B_{R}\right)}^{2}\right)
\end{aligned}
$$

in case $q \geq 4$. This proves (30). For the proof of (31), we remark that $\phi \equiv \psi \equiv 0$ near the boundary $\partial B(R)$; hence $\partial_{t}^{2} U \equiv 0$ and $U(t, x)=(1, t)^{T}$ for such $x$. Then Poincaré's inequality yields

$$
\left\|U(t, \cdot)-(1, t)^{T}\right\|_{L^{2}\left(B_{R}\right)}^{2} \leq C_{R}\left\|\partial_{x} U(t, \cdot)\right\|_{L^{2}\left(B_{R}\right)}^{2} .
$$

Now we consider (32) with $q=2$ and apply Proposition 3. This gives us an estimate of $\left\|U(t, \cdot)-(1, t)^{T}\right\|_{H^{5 / 2+\varepsilon}(\mathbb{R})}$. An application of Sobolev's embedding theorem completes the proof.

Lemma 3. Let the assumptions of Proposition 6 be satisfied. Assume that $U \in$ $C^{2}\left([0, T), C^{\infty}\left(B_{R}\right)\right), 0<T<\tau$, is a solution to (18) which fulfills

$$
\begin{align*}
& \left\|U(t, \cdot)-(1, t)^{T}\right\|_{C^{1}\left([0, T) \times B_{R}\right)}<\varepsilon_{0},  \tag{33}\\
& \sup _{[0, T)}\|U(t, \cdot)\|_{C^{2}\left(B_{R}\right)}<\infty, \tag{34}
\end{align*}
$$

where $\varepsilon_{0}$ is from Proposition 6. Then $U$ can be extended to some function $\tilde{U} \in$ $C^{2}\left(\left[0, T^{\prime}\right], C^{\infty}\left(B_{R}\right)\right), T<T^{\prime}<\tau$, which solves (18) for $(t, x) \in\left[0, T^{\prime}\right] \times B_{R}$.

Proof. According to Lemma 1, $\|U(t, \cdot)\|_{H^{q}\left(B_{R}\right)} \leq C_{q}$ for $0 \leq t<T$ and all $q \in \mathbb{N}$. The equation (18) then gives $\left\|\partial_{t}^{2} U(t, \cdot)\right\|_{H^{q}\left(B_{R}\right)} \leq C_{q}$ for $0 \leq t<T$ and all $q$. Therefore, $U$ can be smoothly extended in a unique way up to $t=T$. Now we consider the Cauchy problem

$$
\begin{aligned}
& \partial_{t}^{2} W-\partial_{x}\left(A(x, W) \partial_{x} W\right)-B(x, W) \partial_{x} W-C(x, W) W=0 \\
& W(T, x)=U(T, x), \quad W_{t}(T, x)=U_{t}(T, x)
\end{aligned}
$$

By Proposition 6, this problem has a solution $W \in C^{2}\left(\left[T, T_{1}\right], C^{\infty}\left(B_{R}\right)\right)$, extending $U$ onto the interval $\left[0, T_{1}\right]$.

Proof of Proposition 7. From Proposition 6 we conclude that there is a local solution $U \in C^{2}\left(\left[0, T_{1}\right], C^{\infty}\left(B_{R}\right)\right)$ to (18) which satisfies (31). By Lemma 3, this solution can be extended as long as (33) and (34) are satisfied. A lower estimate $T_{0}>0$ of the life span of $U$ can then be derived from (31).

## 6. Solutions to (18) in Sobolev spaces

In the above calculations, we always supposed $a=a(s) \in C^{\infty}(\mathbb{R})$. Now we get rid of this assumption, using an approximation argument.

Proposition 8. Let $a=a(s)$ and $k=k(t)$ satisfy Condition 1 with $P>$ $5 / 2$, (16), respectively, and suppose $(\phi, \psi) \in H^{q+2}\left(B_{R}\right)$ with $5 / 2<q \leq P$, and $\operatorname{supp}(\phi, \psi) \subset B_{R}$, and $\|\phi\|_{L^{\infty}\left(B_{R}\right)}<M$.

Then there is a $T_{0}>0$, depending only on $M, R,\left\|\left(a_{0}, a_{1}\right)\right\|_{C^{5 / 2+\varepsilon\left(B_{M}\right)}}$, and $\|(\phi, \psi)\|_{H^{9 / 2+\varepsilon}\left(B_{R}\right)}$, such that the Cauchy problem (18) has a unique solution $U$ with

$$
\begin{equation*}
U \in L^{\infty}\left(\left(0, T_{0}\right), H^{q}\left(B_{R}\right)\right), \quad \partial_{t}^{2} U \in L^{\infty}\left(\left(0, T_{0}\right), H^{q-2}\left(B_{R}\right)\right) \tag{35}
\end{equation*}
$$

Proof. We choose an even function $\varrho=\varrho(s)$ from the Gevrey space $G_{0}^{d}$,

$$
\left|\partial_{s}^{k} \varrho(s)\right| \leq C^{k+1} k!^{d}, \quad k \in \mathbb{N}, \quad s \in \mathbb{R}, \quad 1<d<2
$$

such that supp $\varrho \subset(-1,1), s \varrho^{\prime}(s) \leq 0 \leq \varrho(s), \int_{-\infty}^{\infty} \varrho(s) d s=1$; and fix the mollifiers $\varrho_{m}(s)=m \varrho(m s)$ for large $m \in \mathbb{N}$. Then we put

$$
\begin{aligned}
& a_{0, m}(s)=\left(a_{0} * \varrho_{m}\right)(s)=\int_{-\infty}^{\infty} a_{0}(r) \varrho_{m}(s-r) d r, \\
& a_{m}(s)=s^{2} a_{0, m}(s), \quad a_{1, m}(s)=a_{m}^{\prime}(s) / s
\end{aligned}
$$

It is straight-forward to check that Condition 1 continues to hold for these $a_{m}$, allowing some (independent of $m$ ) modification in $C_{a}$, and replacing $M$ by $M^{\prime}<M$. The assumption that $a_{0}$ be even is used to prove (7) for $a_{0, m}$. We have the estimate

$$
\left\|a_{0, m}\right\|_{C^{P}\left(B_{M^{\prime}}\right)} \leq C\left\|a_{0}\right\|_{C^{P}\left(B_{M}\right)}, \quad \forall m \geq m_{0}\left(M^{\prime}\right), \quad 0<M^{\prime}<M
$$

From $s a_{0}^{\prime}(s)=a_{1}(s)-2 a_{0}(s),|m r| \leq 1$ on $\operatorname{supp} \varrho^{\prime}(m r)$ and the representation

$$
\begin{gathered}
s a_{0, m}^{\prime}(s)=s \int a_{0}^{\prime}(s-r) m \varrho(m r) d r=\int(s-r) a_{0}^{\prime}(s-r) m \varrho(r m) d r \\
\quad+\int a_{0}(s-r) m \varrho(r m) d r+\int a_{0}(s-r) r m^{2} \varrho^{\prime}(r m) d r
\end{gathered}
$$

we then obtain $\left\|a_{1, m}\right\|_{C^{P}\left(B_{M^{\prime}}\right)} \leq C\left\|\left(a_{0}, a_{1}\right)\right\|_{C^{P}\left(B_{M}\right)}$ for all $m \geq m_{0}\left(M^{\prime}\right)$.
Similarly, we put $\phi_{m}(x)=\left(\phi * \varrho_{m}\right)(x), \psi_{m}(x)=\left(\psi * \varrho_{m}\right)(x)$, and get the estimates

$$
\left\|\left(\phi_{m}, \psi_{m}\right)\right\|_{H^{q+2}\left(B_{R}\right)} \leq C\|(\phi, \psi)\|_{H^{q+2}\left(B_{R}\right)}, \quad m \geq m_{1}(R, \operatorname{supp}(\phi, \psi))
$$

Define $A_{m}, B_{m}, C_{m}$ as in (9), (10), (11), using $a_{m}, \phi_{m}, \psi_{m}$ instead of $a, \phi, \psi$. According to Proposition 7, the Cauchy problem

$$
\begin{aligned}
\partial_{t}^{2} U_{m}- & k(t) \partial_{x}\left(A_{m}\left(x, U_{m}\right) \partial_{x} U_{m}\right) \\
& -k(t) B_{m}\left(x, U_{m}\right) \partial_{x} U_{m}-k(t) C_{m}\left(x, U_{m}\right) U_{m}=0 \\
U_{m}(0, x) & =\binom{1}{0}, \quad U_{m, t}(0, x)=\binom{0}{1}
\end{aligned}
$$

has a unique solution $U_{m} \in C^{2}\left(\left[0, T_{0}\right], C^{\infty}\left(B_{R}\right)\right)$, where $T_{0}$ does not depend on $m$; and we get uniform in $m$ estimates for the norms $\left\|U_{m}(t, \cdot)\right\|_{H^{q}\left(B_{R}\right)}$ and $\left\|\partial_{t}^{2} U_{m}(t, \cdot)\right\|_{H^{q-2}\left(B_{R}\right)}$. Then the Arzela-Ascoli theorem gives us a sequence $\left\{U_{m^{\prime}}\right\}$ converging in the space $C^{1}\left(\left[0, T_{0}\right], H^{q-2-\varepsilon}\left(B_{R}\right)\right)$ to some limit $U$. Interpolation implies convergence in $C\left(\left[0, T_{0}\right], H^{q-\varepsilon}\left(B_{R}\right)\right)$, in particular, convergence in $C\left(\left[0, T_{0}\right], C^{2}\left(B_{R}\right)\right)$, since $q>5 / 2$. Therefore, the limit $U$ is a classical solution, and the weak compactness of the unit ball in Hilbert spaces yields (35). The uniqueness of $U$ follows from Proposition 2 and Gronwall's Lemma.

## 7. Proof of Theorem 1

Now we have all tools to consider (12), using fixed point arguments. First, let us define some sets for the coefficient $k_{u}(t)$ and the vector $U(t, x)$.

Definition 1. Let $X_{k_{0}, k_{1}, T}$ be the in $C^{1}([0, T])$ closed set

$$
X_{k_{0}, k_{1}, T}=\left\{k \in C^{1}([0, T]): k_{0} \leq k(t), k(t)+\left|k^{\prime}(t)\right| \leq k_{1}\right\} .
$$

Definition 2. Let $Y_{\varepsilon, T}$ be the set

$$
\begin{aligned}
& Y_{\varepsilon, T}=\left\{\partial_{t}^{j} U \in L^{\infty}\left((0, T), H^{q-j}\left(B_{R}\right)\right), j=0,2\right. \\
&\left.U(0, x)=(1,0)^{T}, U_{t}(0, x)=(0,1)^{T}, U \text { satisfies }(2.17)_{T} \text { with } \varepsilon\right\}
\end{aligned}
$$

We choose $k_{0}=K_{0}$ from (3), and fix $k_{1}>k_{0}$ in such a way that a small $C^{1}$-neighborhood of the function $k(t)=K\left(\|\phi+t \psi\|_{L^{r}(\mathbb{R})}^{\beta}\right)$ belongs to $X_{k_{0}, k_{1}, T}$. For these $k_{0}, k_{1}$, we fix $\varepsilon$ as in Proposition 1. Restricting $T$ if necessary, we have shown in Lemma 1 and Proposition 8 that the mapping

$$
P: k=k(t) \mapsto U=U(t, x) \text { solves (18) }
$$

$\operatorname{maps} X_{k_{0}, k_{1}, T}$ into $Y_{\varepsilon, T}$.
Lemma 4. P is Lipschitz continuous in the following sense:

$$
\left\|(P k)(t, \cdot)-\left(P k^{*}\right)(t, \cdot)\right\|_{L^{2}\left(B_{R}\right)} \leq C t\left\|k-k^{*}\right\|_{L^{\infty}((0, t))} .
$$

Proof. Set $U=P k, U^{*}=P k^{*}$. Then the difference $Z=U-U^{*}$ solves

$$
\begin{aligned}
\partial_{t}^{2} Z- & k(t) \partial_{x}\left(A(x, U) \partial_{x} Z\right)-k(t) B(x, U) \partial_{x} Z-k(t) C(x, U) Z \\
= & k(t) \partial_{x}\left(\left(A(x, U)-A\left(x, U^{*}\right)\right) \partial_{x} U^{*}\right)+k(t)\left(B(x, U)-B\left(x, U^{*}\right)\right) \partial_{x} U^{*} \\
& +k(t)\left(C(x, U)-C\left(x, U^{*}\right)\right) U^{*} \\
+ & \left(k^{*}-k\right) \partial_{x}\left(A\left(x, U^{*}\right) \partial_{x} U^{*}\right)+\left(k^{*}-k\right) B\left(x, U^{*}\right) \partial_{x} U^{*} \\
& +\left(k^{*}-k\right) C\left(x, U^{*}\right) \partial_{x} U^{*} .
\end{aligned}
$$

Exploiting $Z(0, x)=Z_{t}(0, x)=0$ and the identity

$$
\begin{gathered}
\partial_{x}\left(\left(A(x, U)-A\left(x, U^{*}\right)\right) \partial_{x} U^{*}\right)=\varrho\left(x, U, U^{*}\right) Z \partial_{x}^{2} U^{*}+\eta\left(x, U, U^{*}\right) Z \partial_{x} U^{*} \\
\quad+A_{U}(x, U)\left(\partial_{x} Z\right) \partial_{x} U^{*}+\left(A_{U}(x, U)-A_{U}\left(x, U^{*}\right)\right)\left(\partial_{x} U^{*}\right) \partial_{x} U^{*}
\end{gathered}
$$

as well as Proposition 2 we get the desired estimate.

Next, we consider the map

$$
Q: U=U(t, x) \mapsto k=K\left(\|\phi(\cdot) g(t, \cdot)+\psi(\cdot) h(t, \cdot)\|_{L^{r}(\mathbb{R})}^{\beta}\right) .
$$

The map $Q$ transfers $Y_{\varepsilon, T}$ into a subset of $X_{k_{0}, k_{1}, T}$ if $T$ is small enough, and $\varepsilon$ has been chosen appropriately. Furthermore, $Q$ is Lipschitz continuous in the sense of

$$
\left\|Q U-Q U^{*}\right\|_{L^{\infty}((0, T))} \leq C\left\|U-U^{*}\right\|_{L^{\infty}\left((0, T) \times B_{R}\right)},
$$

since $r>1$ and $\beta>1$. Then the composition $S=Q \circ P$ maps $X_{k_{0}, k_{1}, T}$ into itself and contracts in the $C^{0}$ norm,

$$
\left\|S k-S k^{*}\right\|_{C^{0}([0, T])} \leq \frac{1}{2}\left\|k-k^{*}\right\|_{C^{0}([0, T])}
$$

for small $T$.
Now we define a sequence $\left\{k_{n}\right\} \subset X_{k_{0}, k_{1}, T}$ by

$$
k_{0}(t)=K\left(\|\phi(\cdot)+t \psi(\cdot)\|_{L^{r}(\mathbb{R})}^{\beta}\right), \quad k_{n}(t)=Q^{n} k_{0}(t),
$$

which converges in $C^{0}([0, T])$ to some limit $k^{*}$. By Lemma 4, the functions $U_{n}=P k_{n}$ converge in $L^{\infty}\left((0, T), L^{2}\left(B_{R}\right)\right)$ to some limit $U^{*}$. The functions $U_{n}$ are uniformly bounded in $L^{\infty}\left((0, T), H^{q}\left(B_{R}\right)\right)$, according to Lemma 1 ; hence (by interpolation) they converge in $L^{\infty}\left((0, T), H^{q-\gamma}\left(B_{R}\right)\right)$ to $U^{*}$, for any $\gamma>0$. It is then standard to show that

$$
\begin{equation*}
U^{*} \in L^{\infty}\left((0, T), H^{q}\left(B_{R}\right)\right), \quad \partial_{t}^{2} U^{*} \in L^{\infty}\left((0, T), H^{q-2}\left(B_{R}\right),\right. \tag{36}
\end{equation*}
$$

and $U^{*}$ is a classical solution to (12). Obviously, $U^{*}$ is unique in the space of functions which satisfy (36) with $q$ replaced by 3 .

## 8. Appendix

The following technical lemma is proved by Nirenberg-Gagliardo interpolation.
Lemma 5. Let $f=f(x, u): \Omega \times \mathcal{M} \rightarrow \mathbb{R}$ be some $C^{q}$ function, where $\Omega \subset \mathbb{R}^{n}, \mathcal{M} \subset \mathbb{R}^{N}$ are domains with smooth boundary, and $\Omega$ is bounded. Assume $q>n / 2$. Then there is some continuous function $\varrho_{q}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$depending on $\|f\|_{C^{q}(\Omega \times \mathcal{M})}$ such that

$$
\|f(x, u(x))\|_{H^{q}(\Omega)} \leq \varrho_{q}\left(\|u\|_{L^{\infty}(\Omega)}\right)\left(1+\|u\|_{H^{q}(\Omega)}\right)
$$

for all functions $u \in H^{q}(\Omega)$ taking values in $\mathcal{M}$.

Lemma 6. Let $\Omega \subset \mathbb{R}^{n}$ be a bounded domain with sufficiently smooth boundary, and $\mathcal{M} \subset \mathbb{R}$ be an arbitrary domain. Let $1<p<\infty, k \in \mathbb{N}$ with $k>n / p$, $0<\gamma<\gamma^{\prime}<1$, and take a function $f=f(x, u): \Omega \times \mathcal{M} \rightarrow \mathbb{R}$ with $f \in$ $C^{k, \gamma^{\prime}}(\Omega \times \mathcal{M}) \subset C^{2}(\Omega \times \mathcal{M})$. Then there is a continuous function $\varrho_{p, k, \gamma}$ such that

$$
\|f(\cdot, u(\cdot))\|_{W_{p}^{k, \gamma}(\Omega)} \leq \varrho_{p, k, \gamma}\left(\|u\|_{W_{p}^{k, \gamma}(\Omega)},\|u\|_{C^{1}(\Omega)}\right)
$$

for all functions $u \in W_{p}^{k, \gamma}(\Omega) \cap C^{1}(\Omega)$ that take values in $\mathcal{M}$.
Proof. We use the following facts:

$$
\begin{align*}
&\|u\|_{W_{p}^{k, \gamma}(\Omega)}^{p}= \sum_{|\alpha| \leq k}\left\|\partial_{x}^{\alpha} u\right\|_{L^{p}(\Omega)}^{p}+\sum_{|\alpha|=k} \iint_{\Omega^{2}} \frac{\left|\partial_{x}^{\alpha} u(x)-\partial_{y}^{\alpha} u(y)\right|^{p}}{|x-y|^{n+p \gamma}} d x d y  \tag{37}\\
& \partial_{x}^{a} f(x, u(x))= \sum_{i=0}^{|\alpha|} \sum_{|\beta|=i} \sum_{\alpha^{\prime}+\alpha^{\prime \prime}=\alpha-\beta} f^{\left(\alpha^{\prime}, i\right)}(x, u) \times  \tag{38}\\
& \quad \times \sum_{\beta_{1}+\cdots+\beta_{i}=\beta+\alpha^{\prime \prime},\left|\beta_{j}\right|>0}\left(\partial_{x}^{\beta_{1}} u\right) \cdots\left(\partial_{x}^{\beta_{i}} u\right) C_{\alpha^{\prime} \alpha^{\prime \prime} \beta_{j}}
\end{align*}
$$

$$
W_{p}^{k, \gamma}(\Omega) \subset W_{q}^{l, \lambda}(\Omega) \text { if } k+\gamma \geq l+\lambda, \quad \frac{1}{p} \geq \frac{1}{q}>\frac{1}{p}-\frac{(k+\gamma)-(l+\lambda)}{n}
$$

$$
\begin{align*}
& \iint_{\Omega^{2}} \frac{\left|u_{1}(x) \cdots u_{i}(x)\right|^{p}\left|u_{i+1}(y) \cdots u_{j}(y)\right|^{p}|w(x)-w(y)|^{p}}{|x-y|^{n+p \gamma}} d x d y  \tag{39}\\
& \quad \leq C_{\varepsilon}\left\|u_{1}\right\|_{L^{p q_{1}(\Omega)}}^{p} \cdots\left\|u_{j}\right\|_{L^{p q_{j}}(\Omega)}^{p}\|w\|_{W_{p q_{j+1}}^{0, \gamma_{1}+\varepsilon}(\Omega)}^{p}, \quad \sum \frac{1}{q_{j}}=1 .
\end{align*}
$$

We omit the proof that

$$
\sum_{|\alpha| \leq k}\left\|\partial_{x}^{\alpha} f(x, u(x))\right\|_{L^{p}(\Omega)}^{p} \leq \varrho_{k}\left(\|u\|_{W_{p}^{k}(\Omega)}\right)
$$

since it is quite analogous to the following considerations.
To discuss the double integral in (37), we have to deal with terms of the following two types (the notations are related to (38)):

$$
\begin{aligned}
I_{1} & =\iint_{\Omega^{2}} \frac{\left|f^{\left(\alpha^{\prime}, i\right)}(x, u(x))-f^{\left(\alpha^{\prime}, i\right)}(y, u(y))\right|^{p}\left|\partial_{x}^{\beta_{1}} u(x)\right|^{p} \cdots\left|\partial_{x}^{\beta_{i}} u(x)\right|^{p}}{|x-y|^{n+p \gamma}} d x d y \\
I_{2} & =\iint_{\Omega^{2}} \frac{\left|f^{\left(\alpha^{\prime}, i\right)}(y, u(y))\right|^{p}\left|\partial_{x}^{\beta_{1}} u(x) \cdots \partial_{x}^{\beta_{i}} u(x)-\partial_{y}^{\beta_{1}} u(y) \cdots \partial_{y}^{\beta_{i}} u(y)\right|^{p}}{|x-y|^{n+p \gamma}} d x d y
\end{aligned}
$$

We distinguish 4 cases:

Case A: $\left|\alpha^{\prime \prime}\right| \geq 1$ and $i \geq 2$ In this case, $f^{\left(\alpha^{\prime}, i\right)}$ is Lipschitz continuous, and

$$
\left|f^{\left(\alpha^{\prime}, i\right)}(x, u(x))-f^{\left(\alpha^{\prime}, i\right)}(y, u(y))\right| \leq C\left(1+\|u\|_{C^{1}}\right)|x-y| .
$$

We choose $q_{j}^{-1}=\left|\beta_{j}\right| /\left|\alpha-\alpha^{\prime}\right|$ for $j=1, \ldots, i$. Since $i \geq 2$, we get $\left|\beta_{j}\right| \leq$ $\left|\alpha-\alpha^{\prime}\right|-1$; hence

$$
\begin{aligned}
& \left|\beta_{j}\right|\left(\left|\alpha-\alpha^{\prime}\right|-\frac{n}{p}\right)<\left|\alpha-\alpha^{\prime}\right|\left(k-\frac{n}{p}\right), \\
& \frac{1}{q_{j}}\left(\frac{n}{p}-\left|\alpha-\alpha^{\prime}\right|\right)>\frac{n}{p}-k, \\
& \frac{1}{p q_{j}}>\frac{1}{p}-\frac{k-\left|\beta_{j}\right|}{n},
\end{aligned}
$$

therefore $\partial_{x}^{\beta_{j}} u \in W_{p q_{j}}^{0, \gamma+\varepsilon}(\Omega) \cap L^{p q_{j}}(\Omega)$. Then Hölder's inequality and repeated application of (39) give

$$
\left|I_{1}\right|+\left|I_{2}\right| \leq C\left(1+\|u\|_{C^{1}(\Omega)}^{p}\right)\|u\|_{W_{p}^{k, \gamma}(\Omega)}^{i p} .
$$

Case B: $\left|\alpha^{\prime \prime}\right| \geq 1$ and $i=1$ In this case, $\beta_{1}=\alpha-\alpha^{\prime}$. We continue as in Case A, except that we do not need neither Hölder's inequality nor (39).

Case C: $\left|\alpha^{\prime \prime}\right|=0$ and $i \geq 1$ Now all $\left|\beta_{j}\right|=1$, but $f^{\left(\alpha^{\prime}, i\right)}$ is merely $\gamma^{\prime}$-Hölder continuous. Then we deduce that

$$
\left|I_{1}\right| \leq C\|u\|_{C^{1}(\Omega)}^{i p} \iint_{\Omega^{2}} \frac{\left(1+\|u\|_{C^{1}}^{p}\right)|x-y|^{p \gamma^{\prime}}}{|x-y|^{n+p \gamma}} d x d y
$$

The same reasoning as in Case A shows

$$
\left|I_{2}\right| \leq C\|f\|_{C^{k}(\Omega)}^{p}\|u\|_{W_{p}^{k, v}(\Omega)}^{i p} .
$$

Case D: $\left|\alpha^{\prime \prime}\right|=0$ and $i=0$ In this case, $\alpha=\alpha^{\prime}$, and $I_{2}$ disappears. We continue as in Case C.

Lemma 7. Let $a=a(x) \in H^{5 / 2+\varepsilon}(\mathbb{R}), b=b(x) \in H^{3 / 2+\varepsilon}(\mathbb{R})$, for some small $\varepsilon>0$, and fix $0<\delta<1$. Let $P\left(D_{x}\right)$ and $P^{\prime}\left(D_{x}\right)$ be the pseudodifferential operators with the symbols $\langle\xi\rangle^{\delta}, \partial_{\xi}\langle\xi\rangle^{\delta}$, respectively. Then we have the estimates

$$
\begin{aligned}
& \left\|\left(P \circ a-a P-\left(D_{x} a\right) P^{\prime}\right)\left\langle D_{x}\right\rangle^{-\delta} \partial_{x}^{2} v\right\|_{L^{2}(\mathbb{R})} \leq C\|a\|_{H^{5 / 2+\varepsilon}(\mathbb{R})}\|v\|_{L^{2}(\mathbb{R})}, \\
& \left\|(P \circ b-b P)\left\langle D_{x}\right\rangle^{-\delta} \partial_{x} v\right\|_{L^{2}(\mathbb{R})} \leq C\|b\|_{H^{3 / 2+\varepsilon}(\mathbb{R})}\|v\|_{L^{2}(\mathbb{R})},
\end{aligned}
$$

for all $v \in L^{2}(\mathbb{R})$.

Proof. We only prove the first estimate, the second is proved similarly. Let $Q\left(D_{x}\right)$ be the pseudodifferential operator with the symbol $\langle\xi\rangle^{-\delta} \xi^{2}$, and

$$
R=\left(P \circ a-a P-\left(D_{x} a\right) P^{\prime}\right) Q
$$

For arbitrary $w \in L^{2}(\mathbb{R})$, we then have from Parseval's identity

$$
\begin{aligned}
&\left|(R v, w)_{L^{2}(\mathbb{R})}\right| \\
&=\left|\int \hat{w}(\xi) \int \hat{a}(\xi-\eta)\left(P(\xi)-P(\eta)-P^{\prime}(\eta)(\xi-\eta)\right) Q(\eta) \hat{v}(\eta) d \eta d \xi\right| \\
& \quad \leq\left(\iint|\hat{w}(\xi)|^{2} \frac{\left|\left(P(\xi)-P(\eta)-P^{\prime}(\eta)(\xi-\eta)\right) Q(\eta)\right|^{2}}{\langle\xi-\eta\rangle^{5+2 \varepsilon}} d \eta d \xi\right)^{1 / 2} \times \\
& \times\left(\iint\langle\xi-\eta\rangle^{5+2 \varepsilon}|\hat{a}(\xi-\eta)|^{2}|\hat{v}(\eta)|^{2} d \eta d \xi\right)^{1 / 2} \\
& \leq\left(\sup _{\xi} \int_{\mathbb{R}_{\eta}} \frac{\left|\left(P(\xi)-P(\eta)-P^{\prime}(\eta)(\xi-\eta)\right) Q(\eta)\right|^{2}}{\langle\xi-\eta\rangle^{5+2 \varepsilon}} d \eta d \xi\right)^{1 / 2} \times \\
& \times\|w\|_{L^{2}(\mathbb{R})}\|v\|_{L^{2}(\mathbb{R})}\|a\|_{H^{5 / 2+\varepsilon}(\mathbb{R})} .
\end{aligned}
$$

Denote the numerator in the integrand of the first factor by $I(\xi, \eta)$. We distinguish three cases.

Case A: $|\xi-\eta| \leq|\xi| / 2$ Then we have $(2 / 3)|\eta| \leq|\xi| \leq 2|\eta|$, and

$$
\begin{aligned}
& \left|P(\xi)-P(\eta)-P^{\prime}(\eta)(\xi-\eta)\right|=\left|P^{\prime \prime}(\zeta)(\xi-\eta)^{2}\right| \leq C\langle\eta\rangle^{\delta-2}\langle\xi-\eta\rangle^{2}, \\
& |Q(\eta)| \leq C\langle\eta\rangle^{2-\delta} .
\end{aligned}
$$

Hence $|I(\xi, \eta)| \leq C\langle\xi-\eta\rangle^{2}$.
Case B: $|\xi-\eta| \geq|\xi| / 2$ and $|\eta| \leq|\xi|$ Each of the terms $P(\xi) Q(\eta), P(\eta) Q(\eta)$, and $P^{\prime}(\eta) Q(\eta)(\xi-\eta)$ can be estimated by $C\langle\xi-\eta\rangle^{2}$.

Case C: $|\xi-\eta| \geq|\xi| / 2$ and $|\eta| \geq|\xi|$ Then we have $(2 / 3)|\eta| \leq|\xi-\eta| \leq 2|\eta|$, and we continue as in B .

The proof is complete.
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